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#### Abstract

Magnetic edge states are responsible for various phenomena of magneto-transport. Their importance is due to the fact that, unlike the bulk of the eigenstates in a magnetic system, they carry electric current along the boundary of a confined domain. Edge states can exist both as interior (quantum dot) and exterior (anti-dot) states. In the present report we develop a consistent and practical spectral theory for the edge states encountered in magnetic billiards. It provides an objective definition for the notion of edge states, is applicable for interior and exterior problems, facilitates efficient quantization schemes, and forms a convenient starting point for both the semiclassical description and the statistical analysis. After elaborating these topics we use the semiclassical spectral theory to uncover non-trivial spectral correlations between the interior and the exterior edge states. We show that they are the quantum manifestation of a classical duality between the trajectories in an interior and an exterior magnetic billiard. © 2002 Elsevier Science B.V. All rights reserved.


PACS: 05.45.+b; 73.20.Dx; 03.65.Sq; 03.65.Ge
Keywords: Magnetic billiards; Edge states; Quantum chaos; Spectral correlations

## Contents

$\qquad$
Intion251
1.1. Structure of the article. ..... 253
2. Motion in the free magnetic plane ..... 254
2.1. Classical motion ..... 254
2.2. Quantization ..... 256
2.2.1. Coherent states ..... 259
2.2.2. Gauge invariance ..... 259
2.3. The scaling property ..... 260

[^0]2.4. The free quantum propagator ..... 262
2.5 . The free Green function ..... 264
2.5.1. The semiclassical Green function ..... 265
2.5.2. The exact Green function ..... 267
2.5.3. Properties of the free Green function ..... 268
3. Introducing a boundary ..... 269
3.1. Motion in a restricted domain ..... 269
3.1.1. Motion in the exterior ..... 270
3.2. The classical billiard ..... 271
3.2.1. The billiard bounce map ..... 271
3.2.2. Integrable and hyperbolic billiards ..... 273
3.2.3. The classical interior-exterior duality ..... 273
3.3. Quantum billiards ..... 274
3.3.1. General boundary conditions ..... 274
3.3.2. The quantum spectrum ..... 276
3.3.3. Asymptotic counting functions ..... 277
3.4. Orbital magnetism ..... 279
3.4.1. Conventional magnetization ..... 281
3.4.2. Bulk and edge magnetization ..... 281
4. Quantization in the interior and the exterior: the boundary integral method ..... 283
4.1. Boundary methods ..... 283
4.2. The boundary integral equations ..... 284
4.2.1. Single and double layer equations ..... 284
4.2.2. Spurious solutions and the combined operator ..... 286
4.2.3. Wave functions ..... 288
4.3. The boundary operators ..... 288
4.3.1. The hypersingular integral operator ..... 289
4.4. Solving the integral equations ..... 290
5. Results of the boundary integral method ..... 291
5.1. Spectral statistics ..... 291
5.2. Wave functions in the interior and in the exterior ..... 294
5.2.1. The skittle ..... 294
5.2.2. The ellipse ..... 295
5.3. General boundary conditions ..... 297
5.3.1. The Neumann ground state ..... 297
5.3.2. Parametric dependence on the mixing parameter ..... 298
6. Semiclassical quantization ..... 300
6.1. The semiclassical boundary integral operators ..... 301
6.1.1. The semiclassical Dirichlet operators ..... 303
6.1.2. The semiclassical Neumann operators ..... 303
6.2. From boundary to map operators ..... 304
6.2.1. The map operators ..... 305
6.2.2. Factorizing the spectral function ..... 306
6.3. Trace formula for hyperbolic billiards ..... 307
6.3.1. The saddle point conditions ..... 308
6.3.2. The prefactors ..... 312
6.3.3. Performing the trace ..... 314
6.3.4. Geometric interpretation ..... 316
6.4. Trace formula for the integrable case ..... 318
6.4.1. The disk billiard ..... 318
6.4.2. Operators for the integrable map ..... 319
6.4.3. The explicit trace formula ..... 320
6.5. The separable case ..... 323
6.5.1. The disk billiard revisited ..... 323
6.5.2. Semiclassical quantization ..... 323
6.5.3. Relation to the periodic orbit formula ..... 326
7. A spectral measure for edge states ..... 329
7.1. Bulk states and edge states ..... 329
7.2. A spectral density based on the boundary conditions ..... 331
7.2.1. Edge state counting functions ..... 332
7.2.2. The semiclassical density of edge states ..... 335
7.3. Asymptotic properties of edge and bulk states ..... 336
7.3.1. Bulk state energies and weights ..... 337
7.3.2. The mean edge counting function ..... 338
7.4. Edge magnetization as a spectral measure ..... 339
7.4.1. Semiclassical edge magnetization ..... 341
8. Properties of edge state spectra ..... 343
8.1. Universal auto-correlations ..... 343
8.2. The action spectrum ..... 346
8.3. Using the edge magnetization ..... 348
9. Spectral cross-correlations: the interior-exterior duality ..... 350
9.1. A semiclassical theory of spectral cross-correlations ..... 351
9.1.1. The cross-correlation function ..... 351
9.1.2. The semiclassical correlator ..... 352
9.1.3. Action cross-correlations ..... 354
9.1.4. Using the edge magnetization ..... 354
9.2. Numerical evidence ..... 355
9.3. The pair relation ..... 359
9.3.1. An alternative derivation of the pair relation ..... 360
9.3.2. Correlated wave functions ..... 361
10. Conclusions ..... 365
Acknowledgements ..... 366
Appendix A. ..... 366
A.1. Green function in angular momentum representation ..... 366
A.2. The null field method ..... 368
A.3. Exact quantization of the magnetic disk. ..... 369
A.4. The stationary phase approximation ..... 370
A.4.1. A peculiar $\delta$-function ..... 371
A.5. The product relation of the map operators ..... 371
A.6. The straight line with periodic boundary conditions ..... 373
A.6.1. Semiclassical quantization ..... 374
A.6.2. Exact quantization ..... 374
A.6.3. The uniform approximation ..... 375
A.7. Scaled spectra ..... 377
Appendix B. List of important symbols ..... 378
References ..... 381

## 1. Introduction

Magnetic edge states are formed if a confined two-dimensional electron gas is penetrated by a strong magnetic field. Unlike the bulk of the electronic eigenstates, which approach the Landau
levels as the field is increased, these states localize at the edge of the confinement region and carry a finite current along the boundary. Due to their quasi-one-dimensional extension and the ability to mediate transport the edge states play an important role in various phenomena of semiconductor physics, most notably the quantum Hall effect [1].

In the present review we shall not be concerned with the physics of interacting electrons in real semiconductor samples. Rather, we study an idealized system: A single charged particle moving ballistically in a plane which is subject to a homogeneous, perpendicular magnetic field. The confinement is caused by impenetrable walls such that the quantum wave function vanishes outside the considered region and the corresponding classical particle is reflected specularly at the boundary. This simple setup permits to study in some detail the spectral properties of magnetic edge states and their relation to the corresponding classical motion, which is typically chaotic. Thus, on the one hand, the present study extends the field of quantum chaos [2-7] to magnetic systems which could not be accounted for so far. On the other hand, we expect that many of the results and insights obtained from the model system will carry over to the analysis of the more realistic case of interacting electrons in real samples.

Throughout this report the confining boundary will be a closed line separating the plane into two parts-a compact interior and an unbounded exterior. The particle can move in either of these domains-forming a quantum dot or the respective anti-dot. In the absence of a magnetic field the interior system constitutes a billiard problem whose classical and quantum properties are a paradigm in the study of chaos and its quantum implications [2-8]. It exhibits a discrete quantum spectrum in the interior, while from the exterior the billiard boundary acts as an obstacle of a scattering problem. It is well known that there exists an intimate relation between the interior quantization and the exterior scattering system called the interior-exterior duality [9,10]. The situation changes if a finite magnetic field is present since now the exterior classical motion is also bounded: The classical particle is either trapped on a cyclotron orbit or it performs a skipping motion around the billiard boundary. Consequently, the quantum spectrum consists only of discrete eigenvalues in the exterior as well (with accumulation points at the Landau levels). It is natural to ask whether any correlations are to be expected between the interior and the exterior spectra, and the investigation of this issue is one of the motivations for the present work.

We shall show that a duality in the underlying classical dynamics of the skipping trajectories leads to non-trivial cross-correlations between the interior and the exterior spectra. In order to observe this relation it is crucially important to have a proper quantitative definition for the notion of edge states at hand. Although the classical trajectories exhibit a clear partitioning into the skipping type and the cyclotron orbits, such a sharp division is no longer valid in the quantum treatment, and one finds many eigenstates which interpolate between states in the bulk and the proper edge states. In the present work we offer a very natural way of treating this gradual transition between the edge and the bulk states. It yields an objective and physically meaningful definition for edge states which permits a semiclassical description.

Apart from presenting our results on the properties and the dual nature of the edge state spectra, the present report is aimed at providing a consistent and self-contained formulation and exposition of the following subjects:
(a) the exact quantization of interior and exterior magnetic billiards based on boundary integral equations,
(b) the semiclassical quantization of interior and exterior magnetic billiards in terms of the classical dynamics,
(c) a spectral measure for edge states and its semiclassical form, and
(d) the relation between the interior and the exterior edge state spectra.

### 1.1. Structure of the article

In the next two sections, we give a survey of the classical and quantum dynamics in the free magnetic plane and in magnetic billiards, respectively. Although many of the statements in Section 2 are elementary, we shall present them in some detail for the sake of completeness and to introduce a consistent set of notations. These sections include also the discussion of concepts, such as the scaling properties or the semiclassical approximation, to which we refer frequently in the remainder of the report. In the first part of Section 3 the classical interior-exterior duality is explained. Turning to the quantum problem, we introduce general boundary conditions and discuss the asymptotic properties of magnetic spectra. The introductory sections conclude with the definition of a scaled edge magnetization.

In Section 4 we solve the quantization problem in the interior and exterior of arbitrary magnetic billiards by means of a boundary integral method. We explain why spurious solutions arise initially and how they can be systematically avoided. The application of this method in numerical simulations, its accuracy and its performance is demonstrated in Section 5. We focus mainly on two issues: the computation of wave functions in the extreme semiclassical regime and the extraction of large sequences of eigenvalues. The former serves to visualize the properties of edge and bulk states and the latter enables the study of spectral statistics and their relation to the underlying classical motion.

Section 6 is devoted to the derivation of the semiclassical trace formula for hyperbolic and integrable magnetic billiards by means of a surface-of-section method. We start from the boundary integral operators and formulate the semiclassical quantization condition in terms of map operators which are semiclassically unitary and which refer to either the interior or the exterior. These operators are related in a way which reflects the underlying classical interior-exterior duality. The integrable disk billiard is then quantized for a second time making use of its separability. In conjunction with the former results, it allows the trace formula to be extended to general boundary conditions. This section is rather technical but it lays the foundation for the subsequent analysis.

The spectral density of edge states is introduced in Section 7. It gives the concept of edge states a quantitative meaning and is appropriate, both in the deep quantum and in the semiclassical regime. As a matter of fact, we propose two different methods to define the edge spectral densities and discuss their relative advantages and connections. The new measures allow a spectral analysis to be performed also in the exterior. The consistency with random matrix theory is checked in Section 8 and the quantum edge state densities are compared to the predictions of the semiclassical trace formula.

In Section 9 we finally identify non-trivial cross-correlations between interior and exterior edge state spectra. We show that they are based on a classical duality of the periodic orbits. In order to observe the correlations the spectral density of edge states or an equivalent measure, such as the edge magnetization, is of crucial importance. We conclude this report with a summary and a list of open problems for further research.

Most of the material which we considered of technical nature is deferred to the appendices. However, the reader may (justifiably) become impatient with some of the derivations deemed by us to be needed for the coherent exposition. The busy reader is encouraged to skip directly to Sections 4,6 and 7 and to go back to the earlier parts whenever needed. Note that a list of the most frequently used symbols can be found in Appendix B.

## 2. Motion in the free magnetic plane

We start by collecting a number of elementary statements on the classical and quantum motion in the magnetic plane. This allows to introduce the notation used throughout the report, and to set the stage for the discussion in the following sections. In particular, the treatment of the quantum time evolution operator in Section 2.4 yields the opportunity to discuss the semiclassical approximation. In Section 2.5 the Green function of a particle in the free magnetic plane is derived in both its semiclassical and its exact form.

### 2.1. Classical motion

Consider the motion of a non-relativistic, spinless, charged particle in the two-dimensional Euclidean plane, ${ }^{1}$ which is subject to a magnetic field. Its Lagrangian has the form [23]

$$
\begin{equation*}
\mathrm{L}=\frac{m_{e}}{2} \mathbf{v}^{2}+q \mathbf{v A}(\mathbf{r}) \tag{2.1}
\end{equation*}
$$

where $m_{e}$ and $q$ denote mass and charge, respectively. The vectors $\mathbf{r}=(x, y)^{\mathrm{T}}$ and $\mathbf{v}=\dot{\mathbf{r}}$ give the position and velocity of the particle. Both of them determine the canonical momentum

$$
\begin{equation*}
\mathbf{p}=\frac{\partial \mathrm{L}}{\partial \mathbf{v}}=m_{e} \mathbf{v}+q \mathbf{A}(\mathbf{r}) \tag{2.2}
\end{equation*}
$$

The classical time evolution is given by the Lagrangian equation of motion

$$
\begin{equation*}
\dot{\mathbf{p}}=q \nabla(\mathbf{v} \mathbf{A}(\mathbf{r})) . \tag{2.3}
\end{equation*}
$$

Here, the magnetic field is described by the (time-independent) two-dimensional vector potential $\mathbf{A}(\mathbf{r})$. It follows immediately that the equation of motion for the velocity $\mathbf{v}$ depends only on the

[^1]rotation $B=\boldsymbol{\nabla} \times \mathbf{A}$ of the vector potential. It reads
\[

$$
\begin{equation*}
m_{e} \ddot{\mathbf{r}}=q B \nabla(\mathbf{r} \times \mathbf{v}) \tag{2.4}
\end{equation*}
$$

\]

which is Newton's equation of motion under the action of the (magnetic) Lorentz force. The latter acts perpendicularly to the velocity and is proportional to the magnetic field $B$ (the magnetic induction).

Throughout this report we are interested in the case of a homogeneous magnetic field $B$ (with $q B>0$ ). Eq. (2.4) is then easily integrated, yielding the cyclotron motion

$$
\begin{align*}
\mathbf{r}(t)= & \mathbf{r}(0)+\frac{1}{\omega_{\mathrm{c}}}\left(\begin{array}{cc}
\sin \left(\omega_{\mathrm{c}} t\right) & 1-\cos \left(\omega_{\mathrm{c}} t\right) \\
-1+\cos \left(\omega_{\mathrm{c}} t\right) & \sin \left(\omega_{\mathrm{c}} t\right)
\end{array}\right) \mathbf{v}(0)  \tag{2.5}\\
& =\mathbf{r}(0)-\boldsymbol{\rho}(0)+\boldsymbol{\rho}(t) \tag{2.5a}
\end{align*}
$$

with $\mathbf{r}(0)$ and $\mathbf{v}(0)$ the initial position and velocity, respectively, and $\omega_{\mathrm{c}}=q B / m_{e}$ the cyclotron frequency. The particle moves clockwise on a circle with constant angular velocity $\omega_{\mathrm{c}}$. Below, the velocity will be needed as a function of the initial and the final position, $\mathbf{r}(0)$ and $\mathbf{r}(t)$. Apart from the points in time which are multiples of the cyclotron period $2 \pi / \omega_{\mathrm{c}}$ it is given by

$$
\mathbf{v}(t)=\frac{\frac{1}{2} \omega_{\mathrm{c}}}{\sin \left(\frac{1}{2} \omega_{\mathrm{c}} t\right)}\left(\begin{array}{cc}
\cos \left(\frac{1}{2} \omega_{\mathrm{c}} t\right) & \sin \left(\frac{1}{2} \omega_{\mathrm{c}} t\right)  \tag{2.6}\\
-\sin \left(\frac{1}{2} \omega_{\mathrm{c}} t\right) & \cos \left(\frac{1}{2} \omega_{\mathrm{c}} t\right)
\end{array}\right)(\mathbf{r}(t)-\mathbf{r}(0)) .
$$

The radius vector

$$
\begin{equation*}
\boldsymbol{\rho}(t):=\frac{1}{\omega_{\mathrm{c}}}\binom{-v_{y}(t)}{v_{x}(t)} \tag{2.7}
\end{equation*}
$$

points from the (instantaneous) center of motion to the particle position. Clearly, the position of the center $\mathbf{c}(t)=\mathbf{r}(t)-\boldsymbol{\rho}(t)$ is a constant of the motion. To verify this in a more formal way one may consider the classical Hamiltonian

$$
\begin{equation*}
\mathrm{H}=\mathbf{p} \dot{\mathbf{r}}-\mathrm{L}=\frac{1}{2 m_{e}}(\mathbf{p}-q \mathbf{A}(\mathbf{r}))^{2} \tag{2.8}
\end{equation*}
$$

as a function of the canonically conjugate variables $\mathbf{r}$ and $\mathbf{p}$. A short calculation shows that the Poisson bracket indeed vanishes,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}(\mathbf{r}-\boldsymbol{\rho}) \equiv \frac{\mathrm{d}}{\mathrm{~d} t} \mathbf{c}=\{\mathrm{H}, \mathbf{c}\}=0 \tag{2.9}
\end{equation*}
$$

Similarly, the (kinetic) energy $E:=\mathrm{H}(\mathbf{r}, \mathbf{p})=\left(m_{e} / 2\right) \mathbf{v}^{2}$ is constant, as well as the cyclotron radius $|\boldsymbol{\rho}|$ and the kinetic angular momentum with respect to the center of motion $\rho \times \mathbf{v}$, which are functions thereof. In contrast, the canonical momentum $\mathbf{p}$ itself is not a constant of the motion. In general, it does not have a kinetic meaning since it depends on the vector potential, cf. (2.2), which is not
uniquely specified by the magnetic field. Rather, the gradient of any scalar field $\chi(\mathbf{r})$, i.e., any "gauge field", may be added to the vector potential without affecting the classical equation of motion (2.4).

We note that the general vector potential for homogenous magnetic fields may be written in the form

$$
\begin{equation*}
\mathbf{A}(\mathbf{r})=\frac{B}{2}\binom{-y}{x}+\nabla \chi(\mathbf{r}) . \tag{2.10}
\end{equation*}
$$

The choice of $\chi$ is a matter of convenience. An important case is the symmetric gauge, $\chi=0$, which distinguishes merely a point in the plane (the origin). Choosing $\chi=-(B / 2) x y$, on the other hand, yields the Landau gauge which distinguishes a direction (the orientation of the $y$-axis). These two gauges are particularly important because they turn components of the canonical momentum into constants of the motion. In the Landau case $p_{x}$ is given by the (constant) $y$-component of the center of motion,

$$
\begin{equation*}
\mathbf{A}=\mathbf{A}_{\mathrm{Lan}} \equiv B\binom{-y}{0} \Rightarrow p_{x}=-m_{e} \omega_{\mathrm{c}} c_{y} \tag{2.11}
\end{equation*}
$$

while the symmetric gauge fixes the (canonical) angular momentum with respect to the origin, $L=\mathbf{r} \times \mathbf{p}$,

$$
\begin{equation*}
\mathbf{A}=\mathbf{A}_{\mathrm{sym}} \equiv \frac{B}{2}\binom{-y}{x} \Rightarrow L:=\mathbf{r} \times \mathbf{p}=\frac{m_{e} \omega_{\mathrm{c}}}{2}\left(|\mathbf{c}|^{2}-|\boldsymbol{\rho}|^{2}\right) \tag{2.12}
\end{equation*}
$$

It is determined by the distance $|\mathbf{c}|$ of the center of motion from the origin, and the cyclotron radius $\rho=|\boldsymbol{\rho}|$.

Below, it will be important at several points to state equations in a manifestly gauge invariant fashion. This is done by keeping $\chi$ unspecified and verifying that the resulting expressions do not depend on its choice. As the only restriction, $\chi$ will be assumed to be a harmonic function, i.e., $\nabla^{2} \chi=0$, throughout. This rules out conveniently the occurrence of singularities in $\chi$ but keeps the essential gauge freedom. Moreover, it ensures that the vector potential (2.10) is a transverse field, i.e., divergence free, $\boldsymbol{\nabla} \mathbf{A}=0$, which facilitates a number of mathematical transformations.

Turning to the quantum mechanical description, the quantum time evolution will be treated in terms of the path integral formulation in Section 2.4. Before that we discuss the stationary solutions of the Schrödinger equation (in a specific gauge, to prove the rule stated above). This permits to obtain the spectrum and the scaling properties of the Hamiltonian in a straightforward manner.

### 2.2. Quantization

In the quantum description the canonical variables $\mathbf{r}$ and $\mathbf{p}$ become observables expressed as operators in $\mathscr{L}_{2}\left(\mathbb{R}^{2}\right)$. They turn the Hamiltonian (2.8) into an operator whose spectrum determines the energies $E$ of the stationary states. In position representation, $\mathbf{p}=-\mathrm{i} \hbar \nabla$, the stationary Schrödinger
equation reads

$$
\begin{equation*}
\frac{1}{2 m_{e}}(-\mathrm{i} \hbar \nabla-q \mathbf{A})^{2} \psi(\mathbf{r})=E \psi(\mathbf{r}) \tag{2.13}
\end{equation*}
$$

In addition, the solution $\psi(\mathbf{r})$ must be normalizable to qualify as a stationary quantum state. The energy eigenstates in the magnetic plane were obtained not before 1930, when Landau published his article on orbital diamagnetism [24]. Although he used the gauge (2.11), the symmetric vector potential (2.12) will prove more convenient in the following. First, we introduce a (quantum) length scale

$$
\begin{equation*}
b:=\left(\frac{2 \hbar}{q B}\right)^{1 / 2} \tag{2.14}
\end{equation*}
$$

and call it the magnetic length, although it differs from Landau's definition ${ }^{2}$ by a factor of $\sqrt{2}$. It allows to transform position and momentum operators into dimensionless quantities, denoted by a tilde,

$$
\begin{equation*}
\tilde{\mathbf{r}}:=\frac{\mathbf{r}}{b} \quad \text { and } \quad \tilde{\mathbf{p}}:=\frac{b}{\hbar} \mathbf{p} . \tag{2.15}
\end{equation*}
$$

In the symmetric gauge the Hamiltonian (2.8) now assumes a particularly simple form,

$$
\begin{equation*}
\mathrm{H}=\hbar \omega \frac{1}{2}\left(\tilde{\mathbf{p}}^{2}+\tilde{\mathbf{r}}^{2}\right)-\omega \hbar(\tilde{\mathbf{r}} \times \tilde{\mathbf{p}})=\mathrm{H}_{\mathrm{osc}}-\omega \mathrm{L} . \tag{2.16}
\end{equation*}
$$

It is given by the energy of a two-dimensional harmonic oscillator $\mathrm{H}_{\text {osc }}$ minus its angular momentum $\mathrm{L}=\mathbf{r} \times \mathbf{p}$, in quanta of the same size. The oscillator eigen-frequency differs from the cyclotron frequency by a factor of 2 . It is given by

$$
\begin{equation*}
\omega:=\frac{q B}{2 m_{e}}=\frac{\omega_{\mathrm{c}}}{2} \tag{2.17}
\end{equation*}
$$

and known from the precession of magnetic moments as the Larmor frequency. In order to construct the complete set of energy eigenstates on the magnetic plane consider the annihilation operators of the left- and right-circular quanta,

$$
\begin{equation*}
\hat{a}_{\binom{\mathrm{R}}{L}}=\frac{1}{2}\left(\tilde{x} \mp \mathrm{i} \tilde{y}+\mathrm{i}\left(\tilde{p}_{x} \mp \mathrm{i} \tilde{p}_{y}\right)\right) \tag{2.18}
\end{equation*}
$$

with $\left[\hat{a}_{\mathrm{L}}, \hat{a}_{\mathrm{L}}^{\dagger}\right]=\left[\hat{a}_{\mathrm{R}}, \hat{a}_{\mathrm{R}}^{\dagger}\right]=1$ as the only non-vanishing commutators. It is well known [25] that the simultaneous eigenstates of the left- and right-circular number operators ( $\hat{a}_{\mathrm{L}}^{\dagger} \hat{a}_{\mathrm{L}}$ ) and ( $\hat{a}_{\mathrm{R}}^{\dagger} \hat{a}_{\mathrm{R}}$ ) form a complete basis set of $\mathscr{L}_{2}\left(\mathbb{R}^{2}\right)$. An oscillator eigenstate corresponding to $n$ left-circular and $m$

[^2]right-circular quanta is given by
\[

$$
\begin{equation*}
|n, m\rangle=\frac{1}{\sqrt{n!m!}}\left(\hat{a}_{\mathrm{L}}^{\dagger}\right)^{n}\left(\hat{a}_{\mathrm{R}}^{\dagger}\right)^{m}|0,0\rangle \tag{2.19}
\end{equation*}
$$

\]

with $n, m \in \mathbb{N}$. Here, $|0,0\rangle$ denotes the harmonic oscillator ground state, a Gaussian in position representation, $\langle\mathbf{r} \mid 0,0\rangle=\exp \left(-\frac{1}{2} \mathbf{r}^{2} / b^{2}\right) / \sqrt{b^{2} \pi}$. Like all the states (2.19) it is square-integrable and normalized.

Inverting Eqs. (2.18) the Hamiltonian of a particle in the magnetic plane may be expressed in terms of the circular operators. It assumes a form

$$
\begin{align*}
\mathrm{H} & =\mathrm{H}_{\mathrm{osc}}-\omega \tilde{L}=\hbar \omega\left(\hat{a}_{\mathrm{R}}^{\dagger} \hat{a}_{\mathrm{R}}+\hat{a}_{\mathrm{L}}^{\dagger} \hat{a}_{\mathrm{L}}+1\right)-\hbar \omega\left(\hat{a}_{\mathrm{R}}^{\dagger} \hat{a}_{\mathrm{R}}-\hat{a}_{\mathrm{L}}^{\dagger} \hat{a}_{\mathrm{L}}\right) \\
& =\hbar \omega_{\mathrm{c}}\left(\hat{a}_{\mathrm{L}}^{\dagger} \hat{a}_{\mathrm{L}}+\frac{1}{2}\right), \tag{2.20}
\end{align*}
$$

which depends only on the number operator of the left-circular quanta. It follows that the states (2.19) form a complete set of eigenstates of the magnetic plane. Their energies are determined by the number $n$ of left-circular quanta, called the Landau level,

$$
\begin{equation*}
E=\hbar \omega_{\mathrm{c}}\left(n+\frac{1}{2}\right) \tag{2.21}
\end{equation*}
$$

This proves that the spectrum of H is discrete and equidistant. ${ }^{3}$ The fact that the energy does not depend on $m$ shows that each Landau level is infinitely degenerate (with a countable infinity). This degeneracy is due to the energy independence of the position of the center of motion. To show that the latter is indeed determined by the right-circular quanta alone we note the operators corresponding to the classical radius vector (2.7) and the center of motion $\mathbf{c}=\mathbf{r}-\boldsymbol{\rho}$, respectively,

$$
\begin{equation*}
\tilde{\boldsymbol{\rho}} \equiv \frac{\boldsymbol{\rho}}{b}=\frac{1}{2}\binom{\hat{a}_{\mathrm{L}}+\hat{a}_{\mathrm{L}}^{\dagger}}{-\mathrm{i}\left(\hat{a}_{\mathrm{L}}-\hat{a}_{\mathrm{L}}^{\dagger}\right)} \quad \text { and } \quad \tilde{\mathbf{c}} \equiv \frac{\mathbf{c}}{b}=\frac{1}{2}\binom{\hat{a}_{\mathrm{R}}+\hat{a}_{\mathrm{R}}^{\dagger}}{\mathrm{i}\left(\hat{a}_{\mathrm{R}}-\hat{a}_{\mathrm{R}}^{\dagger}\right)} . \tag{2.22}
\end{equation*}
$$

Here, (2.2) was used to express the velocity in terms of momentum and position. Clearly, commutes with the Hamiltonian like in the classical case. The components $\rho_{x}$ and $\rho_{y}$, on the other hand, are not constants of the motion, although the cyclotron radius $|\boldsymbol{\rho}|$ is again fixed and determined solely by the energy. This can be seen from the squared moduli of the vectors,

$$
\begin{equation*}
|\tilde{\boldsymbol{\rho}}|^{2}=\hat{a}_{\mathrm{L}}^{\dagger} \hat{a}_{\mathrm{L}}+\frac{1}{2} \quad \text { and } \quad|\tilde{\mathbf{c}}|^{2}=\hat{a}_{\mathrm{R}}^{\dagger} \hat{a}_{\mathrm{R}}+\frac{1}{2}, \tag{2.23}
\end{equation*}
$$

which contain only the number operators of left- and right-circular quanta. Consequently, the states (2.19) with fixed $n$ and $m$ are eigenstates of these operators. They are characterized by definite expectation values for the cyclotron radius and for the distance from the origin to the center of motion. Moreover, these stationary states are eigenvectors of the (canonical) angular momentum

[^3]given by the difference $|\tilde{\mathbf{c}}|^{2}-|\tilde{\boldsymbol{\rho}}|^{2}=L / \hbar$, in analogy to the classical result (2.12). The general eigenstate of $|\tilde{\boldsymbol{\rho}}|^{2}$ (with eigenvalue $n+\frac{1}{2}$ ) is given by a superposition of states (2.19) with different quantum numbers $m$. We will call any such stationary state a Landau state in the Landau level $n$.

### 2.2.1. Coherent states

Since the states (2.19) are eigenstates of the radial components of the operators $\rho$ and $\mathbf{c}$ their azimuthal components are maximally uncertain. It is known from the two-dimensional harmonic oscillator that the common eigenvectors of $\hat{a}_{\mathrm{L}}$ and $\hat{a}_{\mathrm{R}}$ have the property to minimize the uncertainty product [25]. These coherent states are given by the superposition

$$
\begin{equation*}
\left|\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right\rangle:=\exp \left(-\frac{\left|\alpha_{\mathrm{L}}\right|^{2}+\left|\alpha_{\mathrm{R}}\right|^{2}}{2}\right) \sum_{n, m=0}^{\infty} \frac{\left(\alpha_{\mathrm{L}}\right)^{n}\left(\alpha_{\mathrm{R}}\right)^{m}}{\sqrt{n!m!}}|n, m\rangle \tag{2.24}
\end{equation*}
$$

with $\alpha_{\mathrm{L}}, \alpha_{\mathrm{R}} \in \mathbb{C}$ the associated eigenvalues. If considered in the magnetic plane, the expectation values of $\rho$ and $\mathbf{c}$ are determined directly by these eigenvalues,

$$
\begin{align*}
& \left\langle\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right| \boldsymbol{\rho}\left|\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right\rangle=b\binom{\operatorname{Re}\left(\alpha_{\mathrm{L}}\right)}{\operatorname{Im}\left(\alpha_{\mathrm{L}}\right)}, \\
& \left\langle\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right| \mathbf{c}\left|\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right\rangle=b\binom{\operatorname{Re}\left(\alpha_{\mathrm{R}}\right)}{-\operatorname{Im}\left(\alpha_{\mathrm{R}}\right)}, \tag{2.25}
\end{align*}
$$

as can be found immediately from Eq. (2.22). The corresponding uncertainties $\Delta \rho_{x}=\Delta \rho_{y}=\Delta c_{x}=$ $\Delta c_{y}=b / 2$ are minimal, indeed. Furthermore, the wave functions (2.24) remain of the coherent type as they evolve in time. From (2.20) one observes that the state at time $t$,

$$
\begin{equation*}
\mathrm{e}^{-\mathrm{i} H t / \hbar}\left|\alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right\rangle=\mathrm{e}^{-\mathrm{i} \omega_{\mathrm{c}} t / 2}\left|\mathrm{e}^{-\mathrm{i} \omega_{\mathrm{c}} t} \alpha_{\mathrm{L}} ; \alpha_{\mathrm{R}}\right\rangle \tag{2.26}
\end{equation*}
$$

is merely characterized by a different phase of $\alpha_{\mathrm{L}}$. It is a localized wave packet rotating with cyclotron frequency $\omega_{\mathrm{c}}$ around the constant center of motion c. As such it embodies the closest quantum analogy [28] to the classical motion discussed in Section 2.1.

### 2.2.2. Gauge invariance

So far, the quantum problem was discussed for the symmetric gauge (2.12) only. We will now admit an arbitrary gauge again and consider the consequences of a finite choice of $\chi$. Although the canonical momentum is gauge dependent, its representation as a differential operator, $\mathbf{p}=-\mathrm{i} \hbar \nabla$, contains no dependence on the vector potential. This can be understood by the observation that the velocity operator

$$
\begin{equation*}
\mathbf{v}=\frac{1}{m_{e}}(\mathbf{p}-q \mathbf{A})=\frac{\mathrm{i}}{\hbar}[\mathrm{H}, \mathbf{r}] \tag{2.27}
\end{equation*}
$$

undergoes a unitary transformation as one changes the gauge:

$$
\begin{equation*}
\frac{1}{m_{e}}(-\mathrm{i} \hbar \nabla-q \mathbf{A}(\mathbf{r}))=\mathrm{e}^{\mathrm{i} q \chi(\mathbf{r}) / \hbar} \frac{1}{m_{e}}\left(-\mathrm{i} \hbar \boldsymbol{\nabla}-q \mathbf{A}_{\mathrm{sym}}(\mathbf{r})\right) \mathrm{e}^{-\mathrm{i} q \chi(\mathbf{r}) / \hbar} \tag{2.28}
\end{equation*}
$$

Consequently, in order to preserve the gauge independence of the velocity expectation value also the wave functions must be transformed unitarily as the gauge is changed. This is found immediately by applying (2.28) twice to the time-dependent Schrödinger equation at arbitrary gauge,

$$
\begin{align*}
\mathrm{i} \hbar \partial_{t}\left|\psi_{\chi}\right\rangle & =\frac{1}{2 m_{e}}(-\mathrm{i} \hbar \boldsymbol{\nabla}-q \mathbf{A})^{2}\left|\psi_{\chi}\right\rangle \\
& =\mathrm{e}^{\mathrm{i} q \chi(\mathbf{r}) / \hbar} \frac{1}{2 m_{e}}\left(-\mathrm{i} \hbar \nabla-q \mathbf{A}_{\text {sym }}\right)^{2} \mathrm{e}^{-\mathrm{i} q \chi(\mathbf{r}) / \hbar}\left|\psi_{\chi}\right\rangle . \tag{2.29}
\end{align*}
$$

Comparing the wave function with the one of the symmetric gauge,

$$
\begin{equation*}
\mathrm{i} \hbar \partial_{t}\left|\psi_{0}\right\rangle=\frac{1}{2 m_{e}}\left(-\mathrm{i} \hbar \nabla-q \mathbf{A}_{\mathrm{sym}}\right)^{2}\left|\psi_{0}\right\rangle \tag{2.30}
\end{equation*}
$$

we see that they are related by a local, unitary transformation

$$
\begin{equation*}
\left.\left|\psi_{\chi}\right\rangle=\mathrm{e}^{\mathrm{i} q \chi(\mathbf{r}) / \hbar} \mid \psi_{0} \equiv \mathrm{e}^{\mathrm{i} \tilde{\chi}(\tilde{\mathbf{r}}}\right)\left|\psi_{0}\right\rangle \tag{2.31}
\end{equation*}
$$

which is determined by the gauge field $\chi$ (in dimensionless units $\tilde{\chi}(\tilde{\mathbf{r}}):=2 \chi(\mathbf{r}) /\left(B b^{2}\right)$ ). It follows that the velocity expectation value is gauge invariant. The same holds for all observables which commute with $\mathbf{r}$, due to the local nature of the transformation (2.31). As an immediate consequence, the probability density $|\psi|^{2}(\mathbf{r})$ and the probability flux, $\mathbf{j}(\mathbf{r})$ are also gauge-invariant. The latter may be identified from the continuity equation $\nabla \mathbf{j}=-\partial_{t}|\psi|^{2}$, which follows from (2.29), as

$$
\begin{equation*}
\mathbf{j}:=\operatorname{Re}\left(\psi^{*} \mathbf{v} \psi\right)=\frac{\hbar}{m_{e}} \operatorname{Im}\left(\psi^{*} \nabla \psi\right)-\frac{q}{m_{e}} \mathbf{A}|\psi|^{2} \tag{2.32}
\end{equation*}
$$

Like all observables which include the gradient in position representation it contains the vector potential explicitly to account for the gauge-dependent phase of the wave function.

### 2.3. The scaling property

The magnetic Schrödinger operator conventionally contains the four parameters $\hbar, m_{e}, q, B$, along with the energy $E$ as the spectral variable. Due to the homogeneity of the vector potential (2.12) it is possible to reduce those to the two principal length scales which we encountered in the previous sections. Those are the cyclotron radius $\rho$ (2.7) and the magnetic length $b$ (2.14), respectively, given by

$$
\begin{equation*}
\rho^{2}:=\frac{2 m_{e} E}{q^{2} B^{2}} \quad \text { and } \quad b^{2}:=\frac{2 \hbar}{q B} . \tag{2.33}
\end{equation*}
$$

The cyclotron radius is a quantity of classical mechanics. The magnetic length, in contrast, has a pure quantum meaning. As discussed above, it determines the mean extension of a minimum uncertainty state, and vanishes as $\hbar \rightarrow 0$.

In the preceding section the dimensionless variables $\tilde{\mathbf{r}}=\mathbf{r} / b$ and $\tilde{\mathbf{p}}=b \mathbf{p} / \hbar$ were introduced. In fact, the homogeneity of the potential (2.12), in conjunction with the requirement $\left[\tilde{x}, \tilde{p}_{x}\right]=\left[\tilde{y}, \tilde{p}_{y}\right]=i$, leads necessarily to the magnetic length as the appropriate scale. The only freedom is a numerical factor in the definition of $b$. We took it such that the induced time scale $\tilde{t}=\omega t$ is given by the (classical) Larmor frequency $\omega$ (2.17). It is appropriate to measure time in terms of the Larmor period $T=2 \pi / \omega$, rather than the cyclotron period $T_{\mathrm{cyc}}=\frac{1}{2} T$, because the former is the fundamental time scale of the quantum problem: It takes two cyclotron periods, as one observes from Eq. (2.26) (and more generally from the propagator (2.47)), before a wave packet returns to its initial state with correct parity.

The respective dimensionless Lagrangian, furnished with a tilde, like all scaled units, reads

$$
\begin{equation*}
\tilde{\mathrm{L}}=\frac{\mathrm{L}}{\hbar \omega}=\frac{1}{2} \tilde{\mathbf{v}}^{2}+\tilde{\mathbf{r}} \times \tilde{\mathbf{v}}+\tilde{\mathbf{v}} \nabla_{\tilde{\mathbf{r}}} \tilde{\chi}=\frac{1}{2} \tilde{\mathbf{v}}^{2}+\tilde{\mathbf{v}} \tilde{\mathbf{A}}(\tilde{\mathbf{r}}) . \tag{2.34}
\end{equation*}
$$

It contains no parameters any more, but for the definition of the scaled gauge field,

$$
\begin{equation*}
\tilde{\chi}(\tilde{\mathbf{r}}):=\frac{2}{B b^{2}} \chi(b \tilde{\mathbf{r}}) \tag{2.35}
\end{equation*}
$$

(which is not necessarily homogeneous of order two). This implies the definition of the general scaled vector potential $\tilde{\mathbf{A}}(\tilde{\mathbf{r}})=2 \mathbf{A}(b \tilde{\mathbf{r}}) /(B b)$. The scaled Hamiltonian, given by

$$
\begin{equation*}
\tilde{\mathrm{H}}=\frac{\mathrm{H}}{\hbar \omega}=\frac{1}{2}(\tilde{\mathbf{p}}-\tilde{\mathbf{A}})^{2}, \tag{2.36}
\end{equation*}
$$

shows that the proper, scaled energy reads $\tilde{E}=E /(\hbar \omega)=2 \rho^{2} / b^{2}$. We will state the energy in terms of the spacing between Landau levels,

$$
\begin{equation*}
v:=\frac{E}{\hbar \omega_{\mathrm{c}}}=\frac{E}{2 \hbar \omega}=\frac{\rho^{2}}{b^{2}} \tag{2.37}
\end{equation*}
$$

and call $v=\tilde{E} / 2$ the scaled energy, nonetheless. This way we conform with the popular convention that the Landau levels start at one-half, rather than at one.

Below, it will be important to distinguish between the two independent short-wave limits of magnetic dynamics. From expression (2.37) one observes that the spectral variable $v$ can be increased by either increasing $\rho$ at constant magnetic length $b$, or by decreasing $b$ at fixed cyclotron radius $\rho$. The former direction is realized by raising the conventional energy at constant magnetic field. It is the standard high-energy limit. Here, the curvature of the classical trajectory tends to zero, which shows that in this limit the dynamical effect of the magnetic field vanishes. On the other hand, one may increase both the conventional energy and the field at a fixed ratio of $E / B^{2}$, thereby keeping the cyclotron radius fixed. This way the underlying classical phase space is kept invariant, while the magnetic length tends to zero. It is a realization of the semiclassical limit since $b^{2}$ plays the role of $\hbar$ as the semiclassically small parameter.

In order to be able to consider both limits most equations will not be written in scaled variables, since they might depend on the choice of the independent variable. Rather, the formulas will be stated
in terms of combinations like $\mathbf{r} / b$ so that they can be immediately replaced by scaled variables. This includes the scaled gradient, $\boldsymbol{\nabla}_{\tilde{\mathbf{r}}} \equiv b \boldsymbol{\nabla}_{\mathbf{r}}$, written as

$$
\begin{equation*}
\nabla_{\mathbf{r} / b}:=b \boldsymbol{\nabla}_{\mathbf{r}} \tag{2.38}
\end{equation*}
$$

which is an admittedly unusual but consistent notation. The spectral variable is always stated as $v$.

### 2.4. The free quantum propagator

We return to the Lagrangian formulation of mechanics in order to calculate the time evolution operator $\mathrm{U}(t ; 0):=\exp [-\mathrm{iH} t / \hbar]$ for arbitrary gauge. According to Feynman its position representation (for $t>0$ ) is given by the path integral [29-31]

$$
\begin{equation*}
\mathrm{U}\left(t, \mathbf{r} ; 0, \mathbf{r}_{0}\right)=\int_{\mathbf{q}(0)=\mathbf{r}_{0}}^{\mathbf{q}(t)=\mathbf{r}} \mathscr{D}[\mathbf{q}] \exp \left(\frac{\mathrm{i}}{\hbar} W[\mathbf{q}]\right) . \tag{2.39}
\end{equation*}
$$

Here, the functional $W$ attributes a classical action

$$
\begin{equation*}
W[\mathbf{q}]:=\int_{0}^{t} \mathrm{~L}\left(\mathbf{q}\left(t^{\prime}\right), \dot{\mathbf{q}}\left(t^{\prime}\right)\right) \mathrm{d} t^{\prime} \tag{2.40}
\end{equation*}
$$

to all paths $\mathbf{q}\left(t^{\prime}\right)$ going from $\mathbf{r}_{0}$ to $\mathbf{r}$ in the given time $t$. (All equations are stated for a timeindependent Lagrangian, and zero indicates that the initial time will be omitted in the following.)

The formulation in terms of a path integral permits the calculation of the time evolution operator in a straightforward manner. Its most important advantage is that the semiclassical approximant of the propagator can be obtained in a transparent way. The situation is called semiclassical if $\hbar$ is small compared to the actions (2.40). In this case the dominant contributions to the path integral are represented by those paths for which the phase in (2.39) is stationary. They are solutions of the variational problem $\delta W[\mathbf{q}]=0$ with fixed initial and final position and time. According to Hamilton's principle these are classical trajectories. The integral is then evaluated by expanding the variations of (2.40) to second order. Provided the trajectories are isolated one obtains the asymptotic expression of the propagator to leading order in $\hbar$ [32].

$$
\begin{equation*}
\mathrm{U}\left(t, \mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{2 \pi \mathrm{i} \hbar} \sum_{\mathbf{q}_{\mathrm{cl}}}\left|\operatorname{det}\left(-\frac{\partial^{2} W\left[\mathbf{q}_{\mathrm{cl}}\right]}{\partial \mathbf{r}} 9 \mathbf{r}_{0}\right)\right|^{1 / 2} \exp \left(\frac{\mathrm{i}}{\hbar} W\left[\mathbf{q}_{\mathrm{cl}}\right]-\mathrm{i} \frac{\pi}{2} v_{\mathbf{q}_{\mathrm{cl}}}\right)(1+\mathrm{O}(\hbar)) . \tag{2.41}
\end{equation*}
$$

It is a sum over all classical trajectories $\mathbf{q}_{\mathrm{cl}}$ going from $\mathbf{r}_{0}$ to $\mathbf{r}$, in the given time $t$. The only quantum ingredient is the finite size of $\hbar$, which sets the scale of the associated classical action in the phase factor. The additional phase shift is determined by the number $v_{\mathbf{q}_{\mathrm{cl}}}$ of negative eigenvalues of the matrix $\left(-\hat{\partial}^{2} W\left[\mathbf{q}_{\mathrm{cl}}\right] /\left(\partial \mathbf{r} \partial \mathbf{r}_{0}\right)\right)$ [32]. The latter has a dynamical meaning [30,31], it is the inverse of the Jacobi field of $\mathbf{q}_{\mathrm{cl}}$, which describes the linearized deviation of classical trajectories with different initial momenta. The points on $\mathbf{q}_{\mathrm{cl}}$ where classical trajectories coalesce are called focal or conjugate. They determine $v_{\mathbf{q}_{\mathrm{ct}}}$ geometrically by virtue of the Morse theorem [33]: The value of $v_{\mathbf{q}_{\mathrm{ct}}}$ is equal to the number of conjugate points the particle encounters on its journey (counted with their multiplicities [33]) and is called the Morse index.

We are now in a position to derive the time evolution operator in the free magnetic plane. The quadratic dependence of the Lagrangian (2.1) on position and velocity renders the expression (2.41) for the time evolution operator exact rather than asymptotic. First, the (scaled) action of a trajectory is needed as a function of the initial and the final position, $\mathbf{r}_{0}$ and $\mathbf{r}$, and the time of flight $t$. From the classical solution in Section 2.1 one obtains

$$
\begin{align*}
\frac{1}{\hbar} W\left(t, \mathbf{r} ; \mathbf{r}_{0}\right) & =\tilde{W}\left(\tilde{t}, \tilde{\mathbf{r}} ; \tilde{\mathbf{r}}_{0}\right)=\int_{0}^{\tilde{t}}\left(\frac{1}{2} \tilde{\mathbf{v}}\left(\tilde{t}^{\prime}\right)^{2}+\tilde{\mathbf{v}}\left(\tilde{t}^{\prime}\right) \tilde{\mathbf{A}}\left(\tilde{\mathbf{r}}\left(\tilde{t}^{\prime}\right)\right)\right) \mathrm{d} \tilde{t}^{\prime} \\
& =\frac{1}{2} \int_{0}^{\tilde{t}} \tilde{\mathbf{v}}^{2}\left(\tilde{t}^{\prime}\right) \mathrm{d} \tilde{t}^{\prime}+\int_{\partial Q} \tilde{\mathbf{A}}\left(\tilde{\mathbf{r}}^{\prime}\right) \mathrm{d} \tilde{\mathbf{r}}^{\prime}+\int_{\tilde{\mathbf{r}}_{0} \rightarrow \tilde{\mathbf{r}}} \tilde{\mathbf{A}}\left(\tilde{\mathbf{r}}^{\prime}\right) \mathrm{d} \tilde{\mathbf{r}}^{\prime} \\
& =\frac{1}{2}\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2} \cot (\tilde{t})-\tilde{\mathbf{r}} \times \tilde{\mathbf{r}}_{0}+\tilde{\chi}(\tilde{\mathbf{r}})-\tilde{\chi}\left(\tilde{\mathbf{r}}_{0}\right) \tag{2.42}
\end{align*}
$$

Here, the action integral was split into three parts:

$$
\begin{align*}
& \int_{0}^{\tilde{t}} \tilde{\mathbf{v}}^{2}\left(\tilde{t}^{\prime}, \tilde{\mathbf{r}}_{;} \tilde{\mathbf{r}}_{0}\right) \mathrm{d} \tilde{t}^{\prime}=\frac{\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2}}{\sin ^{2}(\tilde{t})} \frac{\tilde{t}}{2},  \tag{2.43}\\
& \int_{\partial Q} \tilde{\mathbf{A}}\left(\tilde{\mathbf{r}}^{\prime}\right) \mathrm{d} \tilde{\mathbf{r}}^{\prime}=-\frac{\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2}}{\sin ^{2}(\tilde{t})} \frac{\tilde{t}}{2}+\frac{\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2}}{2} \cot (\tilde{t}),  \tag{2.44}\\
& \int_{\tilde{\mathbf{r}}_{0} \rightarrow \tilde{\mathbf{r}}} \tilde{\mathbf{A}}\left(\tilde{\mathbf{r}}^{\prime}\right) \mathrm{d} \tilde{\mathbf{r}}^{\prime}=-\tilde{\mathbf{r}} \times \tilde{\mathbf{r}}_{0}+\tilde{\chi}(\tilde{\mathbf{r}})-\tilde{\chi}\left(\tilde{\mathbf{r}}_{0}\right) . \tag{2.45}
\end{align*}
$$

In the first, the modulus of the velocity is constant. Its value (2.43) follows from (2.6). The second part was made a closed line integral, encircling a domain $Q$, which is confined by the trajectory and the straight line from $\tilde{\mathbf{r}}$ back to $\tilde{\mathbf{r}}_{0}$. By Stokes' theorem one obtains (2.44), with the minus sign due to the clockwise, i.e., negative sense of integration. The remaining part (2.45) is a line integral along the straight path from $\tilde{\mathbf{r}}_{0}$ to $\tilde{\mathbf{r}}$. Unlike the other contributions, it depends on $\tilde{\mathbf{r}}$ and $\tilde{\mathbf{r}}_{0}$ individually and carries the gauge dependence.

In principle, more than one classical trajectory could connect the two points $\tilde{\mathbf{r}}$ and $\tilde{\mathbf{r}}_{0}$ in a given time. However, since the determinant of the matrix in (2.6) is non-zero for $\tilde{t} \neq n \pi, n=1,2, \ldots$, the initial velocity is uniquely specified for those times. At integer multiples of the cyclotron period, in contrast, any trajectory returns to its starting point. Excluding these instances for the time being, the time evolution operator is determined by only one trajectory. For the matrix of second derivatives one obtains

$$
\begin{equation*}
\operatorname{det}\left(\frac{\partial^{2} \tilde{W}}{\partial \tilde{\mathbf{r}} \partial \tilde{\mathbf{r}}_{0}}\right)=\frac{1}{\sin ^{2}(\tilde{t})} \tag{2.46}
\end{equation*}
$$

The determinant of its inverse has doubly degenerate zeros at $\tilde{t}=n \pi$. Hence, the Morse index reads $v_{\mathbf{q}_{\mathrm{cl}}}=2[\tilde{t} / \pi]$ (with [ $\left.\cdot\right]$ the integer part), and one arrives immediately at the time evolution operator in the free magnetic plane

$$
\begin{equation*}
\mathrm{U}\left(t, \mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{2 \pi \mathrm{i} b^{2}} \frac{1}{\sin (\omega t)} \exp \left[\mathrm{i} \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}}{2 b^{2}} \cot (\omega t)-\mathrm{i} \frac{\mathbf{r} \times \mathbf{r}_{0}}{b^{2}}\right] \exp \left[\mathrm{i}\left(\tilde{\chi}\left(\frac{\mathbf{r}}{b}\right)-\tilde{\chi}\left(\frac{\mathbf{r}_{0}}{b}\right)\right)\right] . \tag{2.47}
\end{equation*}
$$

As noted above, this expression is identical to the exact path integral [29,34-36]. It is valid except for the times equal to integer multiples of the cyclotron period. At these instances the propagator is just a unit operator,

$$
\begin{align*}
\lim _{\omega t \rightarrow n \pi} \mathrm{U}\left(t, \mathbf{r} ; \mathbf{r}_{0}\right) & =\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi \mathrm{i} b^{2}} \frac{(-)^{n}}{\sin (\varepsilon)} \exp \left[\mathrm{i} \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}}{2 b^{2}} \cot (\varepsilon)\right] \exp \left[-\mathrm{i} \frac{\mathbf{r} \times \mathbf{r}_{0}}{b^{2}}+\mathrm{i} \tilde{\chi}\left(\frac{\mathbf{r}}{b}\right)-\mathrm{i} \tilde{\chi}\left(\frac{\mathbf{r}_{0}}{b}\right)\right] \\
& =(-)^{n} \delta\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{b}\right) \tag{2.48}
\end{align*}
$$

with a sign which is positive only after even multiples of the cyclotron period. This means that any wave function which is propagated by multiples of the Larmor period $T=2 \pi / \omega=2 T_{\text {cyc }}$ returns precisely to its initial state. Eq. (2.48) follows from a special representation of the two-dimensional $\delta$-function which is given in Appendix A, see (A.33). Note that the propagator (2.47) was derived for positive times $t>0$ only. It is valid for all times, nonetheless, since it clearly obeys the unitarity relation $\mathrm{U}\left(-t, \mathbf{r} ; \mathbf{r}_{0}\right)=\left[\mathrm{U}\left(t, \mathbf{r}_{0} ; \mathbf{r}\right)\right]^{*}$. Furthermore, it is given for arbitrary vector potentials. The dependence on $\chi$ shows how the propagator transforms as the gauge is changed. It is consistent with the gauge dependence of the wave functions (2.31) discussed in Section 2.2.

### 2.5. The free Green function

We are now in a position to calculate the Green function of the free magnetic plane. It will be an important ingredient in the theory of the exact and semiclassical quantization of magnetic billiards. We define the Green function to be the Fourier transform of the free propagator

$$
\begin{equation*}
\mathrm{G}\left(E, \mathbf{r} ; \mathbf{r}_{0}\right):=\frac{\hbar}{2 \mathrm{i} m_{e}} \lim _{\varepsilon \downarrow 0} \int_{0}^{\infty} \mathrm{U}\left(t, \mathbf{r} ; \mathbf{r}_{0}\right) \mathrm{e}^{\mathrm{i}(E+\mathrm{i} \varepsilon) t / \hbar} \mathrm{d} t . \tag{2.49}
\end{equation*}
$$

As such, it is a resolvent of the Hamiltonian obeying the inhomogeneous Schrödinger equation

$$
\begin{equation*}
(\mathrm{H}-E) \mathrm{G}\left(E, \mathbf{r} ; \mathbf{r}_{0}\right)=-\frac{\hbar^{2}}{2 m_{e}} \delta\left(\mathbf{r}-\mathbf{r}_{0}\right) \tag{2.50}
\end{equation*}
$$

For later reference we note that there exists a second, independent solution of (2.50) which differs appreciably from $G$. We shall call it the unphysical or irregular Green function $\mathrm{G}^{(\mathrm{irr})}$.

One procedure to obtain the Green function is based on the observation that the differential equation (2.50) separates in polar coordinates if the symmetric gauge is used. This way one is led to an angular momentum decomposition of G, which is of little use for our purposes. It was derived (with some errors) in $[37,38]$ and is summarized in Appendix A.2. Here, we perform the Fourier integral (2.49) directly. It yields the Green function in a clear-cut fashion, in Cartesian representation and arbitrary gauge. Substituting scaled variables the integral (2.49) reads

$$
\begin{align*}
G_{v}\left(\mathbf{r} ; \mathbf{r}_{0}\right): & : \mathrm{G}\left(2 \hbar \omega v, \mathbf{r} ; \mathbf{r}_{0}\right) \\
& =\frac{-1}{4 \pi} \int_{0}^{\infty} \frac{\mathrm{d} \tilde{t}}{\sin (\tilde{t})} \exp \left[\mathrm{i}\left(\frac{\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2}}{2} \cot (\tilde{t})-\tilde{\mathbf{r}} \times \tilde{\mathbf{r}}_{0}+\tilde{\chi}-\tilde{\chi}_{0}+2 v \tilde{t}\right)\right] \tag{2.51}
\end{align*}
$$

with the abbreviations $\tilde{\chi}:=\tilde{\chi}(\tilde{\mathbf{r}}), \tilde{\chi}_{0}:=\tilde{\chi}\left(\tilde{\mathbf{r}}_{0}\right)$. (The energy $v$ is assumed to have an infinitesimally small positive imaginary part.)

Like in the case of the propagator, stating the Green function as an integral has the advantage that its semiclassical approximation can be obtained in a straightforward way. This is shown in the following. The exact integration will be carried out afterwards.

### 2.5.1. The semiclassical Green function

The semiclassical approximation to the Green function $\mathrm{G}_{v}^{(\mathrm{sc})}$ is obtained by performing the Fourier transform in the stationary phase approximation, which is summarized in Appendix A.4. It yields an asymptotic expansion to leading order in the semiclassically large parameter $1 / b^{2}$. Requiring the integrand of the Fourier integral (2.51) to have a stationary phase leads to a condition

$$
\begin{equation*}
|\sin (\tilde{t})|=\frac{\left|\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right|}{2 \sqrt{v}} \equiv \frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{2 \rho} \tag{2.52}
\end{equation*}
$$

which selects the times of flight of classical trajectories connecting the initial position $\mathbf{r}_{0}$ with the final point $\mathbf{r}$ at fixed energy $v$. It can be satisfied only if the distance between the two points is smaller than the cyclotron diameter. If this is the case, the time derivative of the phase in (2.51) vanishes at an infinite number of (discrete) times,

$$
\begin{align*}
& \tilde{t}_{\mathrm{S}}^{(n)}=\arcsin (\zeta)+n \pi \\
& \tilde{t}_{\mathrm{L}}^{(n)}=\pi-\arcsin (\zeta)+n \pi \quad \text { with } n=0,1, \ldots \tag{2.53}
\end{align*}
$$

Here,

$$
\begin{equation*}
\zeta:=\frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{2 \rho} \tag{2.54}
\end{equation*}
$$

measures the distance between the initial and the final point relative to the classical cyclotron diameter. The two times of flight $\tilde{t}_{\mathrm{S}}^{(0)}$ and $\tilde{t}_{\mathrm{L}}^{(0)}$ belong to the two distinct trajectories which connect the initial and the final point directly. They are "short" and "long" arcs, respectively, i.e., span an angle smaller and larger than $\pi$ (cf. Fig. 6.1). For $n>0$ the trajectories perform in addition $n$ complete cyclotron orbits. After the Fourier transform the trajectories entering the semiclassical Green function exhibit an action $\tilde{S}=\tilde{W}+2 v \tilde{t}$ which is a function of energy $v=\tilde{E} / 2$ rather than time. As specified by (2.53) the actions read

$$
\begin{equation*}
\tilde{S}_{\binom{\mathrm{S}}{\mathrm{~L}}}^{(n)}=2 \pi v\left(\mathrm{a}_{\binom{\mathrm{S}}{\mathrm{~L}}}+n\right)+\tilde{\chi}-\tilde{\chi}_{0} . \tag{2.55}
\end{equation*}
$$

Here, we introduced the notation

$$
\begin{align*}
& \mathrm{a}_{\mathrm{S}}\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\frac{1}{\pi}\left(\arcsin (\zeta)+\zeta \sqrt{1-\zeta^{2}}-\frac{\mathbf{r} \times \mathbf{r}_{0}}{2 \rho^{2}}\right) \quad \text { and } \\
& \mathrm{a}_{\mathrm{L}}\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\frac{1}{\pi}\left(\pi-\arcsin (\zeta)-\zeta \sqrt{1-\zeta^{2}}-\frac{\mathbf{r} \times \mathbf{r}_{0}}{2 \rho^{2}}\right) \tag{2.56}
\end{align*}
$$

for the geometric part of the action. Note that $a_{S}$ and $a_{L}$ depend on the initial and the final point individually, due to the term $\mathbf{r} \times \mathbf{r}_{0}$, which means that they are not translationally invariant. However, one observes the relation $a_{S}\left(\mathbf{r} ; \mathbf{r}_{0}\right)+a_{L}\left(\mathbf{r}_{0} ; \mathbf{r}\right)=1$. It follows that the (scaled) action of a closed cyclotron orbit-a short arc followed by a long one-is given by $2 \pi \nu$.

To compute the stationary phase approximation (A.29) we also need the second derivative of the phase in $(2.51)$. It is given by $\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right)^{2} \cos (\tilde{t}) / \sin ^{3}(\tilde{t})$ and at times (2.53) assumes the values $\pm 4 v \sqrt{1-\zeta^{2}} / \zeta$ (where the positive sign stands for trajectories of the short type). It follows that in the semiclassical approximation an infinite number of trajectories contributes to the Fourier integral.

$$
\begin{align*}
\mathrm{G}_{v}^{(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right)= & \frac{-1}{4 \pi} \sum_{n=0}^{\infty}(-)^{n}\left(\frac{\pi / 2 v}{\zeta \sqrt{1-\zeta^{2}}}\right)^{1 / 2}\left\{\exp \left(2 \pi \mathrm{i} v\left(\mathrm{as}_{\mathrm{S}}+n\right)+\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}+\mathrm{i} \frac{\pi}{4}\right)\right. \\
& \left.+\exp \left(2 \pi \mathrm{i} v\left(\mathrm{a}_{\mathrm{L}}+n\right)+\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}-\mathrm{i} \frac{\pi}{4}\right)\right\} . \tag{2.57}
\end{align*}
$$

The sum over the repetitive cyclotron orbits $n$ converges since $v$ was assumed to have a small positive imaginary part. It adds a factor $\left(1+\mathrm{e}^{2 \pi \mathrm{iv}}\right)^{-1}$ which is singular at the energies of the Landau levels. The semiclassical Green function is therefore given by a sum of two contributions, belonging to the short and the long arc trajectory-the principal classical trajectories connecting $\mathbf{r}_{0}$ and $\mathbf{r}$ :

$$
\begin{equation*}
\mathrm{G}_{v}^{(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{2\left(1+\mathrm{e}^{2 \pi \mathrm{i} v}\right)} \frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \frac{1 / 2 \mathrm{i} \sqrt{v}}{\left(\zeta \sqrt{1-\zeta^{2}}\right)^{1 / 2}}\left\{\mathrm{e}^{2 \pi \mathrm{iva}}+\mathrm{e}^{-\mathrm{i}(\pi / 2)} \mathrm{e}^{2 \pi \mathrm{iva} \mathrm{a}_{\mathrm{L}}}\right\} \mathrm{e}^{\mathrm{i}\left(\tilde{\chi}-\tilde{\chi}_{0}\right)} \tag{2.58}
\end{equation*}
$$

This form will be used in Section 6 for periodic orbit theory. Alternatively, one can combine the short and long arc contributions pulling out that part of the phase which was time independent in
(2.51). This leads to the expression

$$
\begin{equation*}
\mathrm{G}_{v}^{(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\exp \left[-\mathrm{i}\left(\frac{\mathbf{r} \times \mathbf{r}_{0}}{b^{2}}-\tilde{\chi}+\tilde{\chi}_{0}\right)\right] \mathrm{G}_{v}^{0(\mathrm{sc})}\left(\frac{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}}{b^{2}}\right) \tag{2.59}
\end{equation*}
$$

with

$$
\begin{align*}
\mathrm{G}_{v}^{0(\text { sc })}(z):= & \frac{-1}{4 \pi} \frac{(2 \pi)^{1 / 2}}{\cos (\pi v)} \frac{1}{[z(4 v-z)]^{1 / 4}} \\
& \times \cos \left(2 v\left[\arcsin \left(\left(\frac{z}{4 v}\right)^{1 / 2}\right)+\left(\frac{z}{4 v}\left(1-\frac{z}{4 v}\right)\right)^{1 / 2}-\frac{\pi}{2}\right]+\frac{\pi}{4}\right) . \tag{2.60}
\end{align*}
$$

It shows that the semiclassical Green function is given by a phase factor which contains the gauge dependence and a real function $\mathrm{G}_{v}^{0(\mathrm{sc})}$ which depends only on the distance between the initial and the final point. The exact Green function has the same property, as manifest in (2.51).

Note that expressions (2.58) and (2.59) are defined only for separations smaller than the cyclotron diameter $\left|\mathbf{r}-\mathbf{r}_{0}\right|<2 \rho$. For larger distances, the semiclassical Green function vanishes by definition, since the stationary phase condition (2.52) has no solution. As the distance between the initial and the final points approaches the cyclotron diameter, the short and long arcs coalesce and are therefore no longer isolated. In this case approximation (A.29) fails, which is indicated by the diverging prefactor of $\mathrm{G}^{\text {(sc) }}$, as $\zeta \rightarrow 1$. If a semiclassical expression is needed for the domain $\left|\mathbf{r}-\mathbf{r}_{0}\right| \gtrsim 2 \rho$, e.g. to describe tunneling effects, uniform approximations [39] must be employed as discussed in Appendix A.6.3.

### 2.5.2. The exact Green function

When evaluating the exact Green function we may separate the part of the phase in (2.51) which is not explicitly time dependent, like in the semiclassical case:

$$
\begin{equation*}
\mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\exp \left[-\mathrm{i}\left(\frac{\mathbf{r} \times \mathbf{r}_{0}}{b^{2}}-\tilde{\chi}+\tilde{\chi}_{0}\right)\right] \mathrm{G}_{v}^{0}\left(\frac{\left(\mathbf{r}-\mathbf{r}_{0}\right)}{b^{2}}\right) \tag{2.61}
\end{equation*}
$$

Now, the integral can be performed exactly by contour integration [40]

$$
\begin{align*}
\mathrm{G}_{v}^{0}(z) & =\frac{-1}{4 \pi} \int_{0}^{\infty} \frac{\mathrm{d} \tilde{t}}{\sin (\tilde{t})} \exp \left[\mathrm{i}\left(\frac{z}{2} \cot (\tilde{t})+2 v \tilde{t}\right)\right] \\
& =\frac{-1}{4 \pi} \Gamma\left(\frac{1}{2}-v\right) z^{-1 / 2} W_{v, 0}(z) \tag{2.62}
\end{align*}
$$

Here, $W_{v, 0}$ is the (real valued) irregular Whittaker function [41, Eq. (13.1.34)]. This expression was also obtained [42] using the separability of (2.50) in the symmetric gauge.

Both, the function (2.62) and its semiclassical approximant (2.60) exhibit simple poles as the energy $v$ approaches the Landau levels. It is often convenient to remove these poles by considering the regularized version of $\mathrm{G}_{v}^{0}$,

$$
\begin{equation*}
\hat{\mathrm{G}}_{v}^{0}(z):=\lim _{\mu \rightarrow v} \cos (\pi \mu) \mathrm{G}_{\mu}^{0}(z) . \tag{2.63}
\end{equation*}
$$



Fig. 2.1. Regularized gauge-independent part of the free Green function. Top: exact (solid line) and semiclassical (dashed line) functions $\hat{\mathrm{G}}_{v}^{0}$ at $v=10.1$. Bottom: error of the semiclassical approximation. Even at this moderate value of $v$ strong deviations occur only at the classical turning point $\sqrt{z}=2 \sqrt{v} \approx 6.36$ and at small distances. (The deviations arise since the semiclassical approximation does not account for the logarithmic singularity at $z=0$ and the tunneling into distances larger than the cyclotron diameter.)

We finally state the regularized Green function in terms of the irregular confluent hypergeometric function $U$ [41] which is more common than the Whittaker function:

$$
\begin{equation*}
\hat{\mathrm{G}}_{v}^{0}(z)=\frac{-1}{4 \pi} \frac{\pi}{\Gamma\left(v+\frac{1}{2}\right)} \mathrm{e}^{-z / 2} \mathrm{U}\left(\frac{1}{2}-v, 1 ; z\right) \tag{2.64}
\end{equation*}
$$

### 2.5.3. Properties of the free Green function

Fig. 2.1 displays the gauge-independent, regularized part of the exact and semiclassical Green function. As one expects, the exact Green function decays exponentially once the points are separated by a distance, $\left|\mathbf{r}-\mathbf{r}_{0}\right|>2 \rho$, (i.e. $z>4 v$ ) which cannot be traversed classically. ${ }^{4}$ At small distances, $\mathbf{r} \rightarrow \mathbf{r}_{0}$, it displays a logarithmic singularity, similar to the (complex valued) field-free Green function [43]. We find

$$
\begin{equation*}
\hat{\mathrm{G}}_{v}^{0}(z)=\frac{\cos (\pi v)}{4 \pi}\left(\log (z)+\Psi\left(\frac{1}{2}+v\right)-2 \Psi(1)\right)-\frac{\sin (\pi v)}{4}+\mathrm{O}(z \log z) \tag{2.65}
\end{equation*}
$$

as $z \rightarrow 0$, with $\Psi(z)$ the Digamma function [41]. Our method to evaluate the free Green function numerically with high precision and efficiency is discussed in [40].

The gauge invariant part of the Green function has the remarkable property that its derivatives can be expressed by the function itself, at a different energy. For the regularized version one

[^4]finds
\[

$$
\begin{align*}
& z \frac{\mathrm{~d}}{\mathrm{~d} z} \hat{\mathrm{G}}_{v}^{0}(z)=-\left(\frac{1}{2}-v\right)\left(\hat{\mathrm{G}}_{v}^{0}+\hat{\mathrm{G}}_{v-1}^{0}\right)-\frac{z}{2} \hat{G}_{v}^{0}  \tag{2.66}\\
& z^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} \hat{\mathrm{G}}_{v}^{0}(z)=\left(\frac{3}{2}-v\right)\left(\frac{1}{2}-v\right)\left(\hat{G}_{v}^{0}+2 \hat{G}_{v-1}^{0}+\hat{G}_{v-2}^{0}\right)+z\left(\frac{1}{2}-v\right)\left(\hat{\mathrm{G}}_{v}^{0}+\hat{\mathrm{G}}_{v-1}^{0}\right)+\frac{z^{2}}{4} \hat{\mathrm{G}}_{v}^{0} . \tag{2.67}
\end{align*}
$$
\]

These formulas were obtained by employing the differential properties of the confluent hypergeometric function [41]. Their asymptotic behavior reads

$$
\begin{align*}
& z \frac{\mathrm{~d}}{\mathrm{~d} z} \hat{\mathrm{G}}_{v}^{0}(z)=\frac{\cos (\pi v)}{4 \pi}\left[1-z v\left(\log (z)+\Psi\left(\frac{1}{2}-v\right)-2 \Psi(1)-1\right)\right]+\mathrm{O}\left(z^{2} \log z\right)  \tag{2.68}\\
& z^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} \hat{\mathrm{G}}_{v}^{0}(z)=-\frac{\cos (\pi v)}{4 \pi}+\mathrm{O}(z \log z) \quad \text { as } \rightarrow 0 \tag{2.69}
\end{align*}
$$

It can be deduced from the logarithmic representation of $U$ in terms of the regular Kummer function [41, Eq. (13.6.1)] and will be needed below.

## 3. Introducing a boundary

The motion in the magnetic plane turns into a non-trivial problem once the particle is restricted to a bounded domain.

### 3.1. Motion in a restricted domain

Let us assume that the particle is confined to move in a compact and simply connected domain $\mathscr{D} \subset \mathbb{R}^{2}$ with smooth boundary $\Gamma=\partial \mathscr{D}$. The classical equation of motion (2.4) applies in the interior of the domain $\mathscr{\mathscr { D }}$. Here, the particle moves on arcs of constant curvature, which may at some point impinge on the boundary. At these instances the trajectories must obey the law of specular reflection to qualify as a classical solution. This follows directly from Hamilton's principle, as will be shown in Section 6.3.1. Clearly, any trajectory which was reflected once must run into the boundary again. It follows that the phase space is in general split up into two distinct parts. One part consists of skipping orbits. Their classical motion is no longer described by a continuous Hamiltonian flow (but by a discrete map) and may range from regular (integrable) to completely chaotic (hyperbolic). We will briefly review this classical billiard problem below, in Section 3.2. The remaining part of phase space describes the trivial motion on closed cyclotron orbits. It has a finite volume whenever the cyclotron radius is small enough to enable a disk of radius $\rho$ to fit into the domain. We will call the magnetic field strong, accordingly, if the cyclotron radius is comparable to or smaller than the size of the billiard-a criterion which is purely classical.

In the corresponding quantum problem the eigenfunctions are required to satisfy the Schrödinger equation in the open domain $\check{\mathscr{D}}$, together with a boundary condition on the border line $\Gamma$ (as discussed in Section 3.3). One observes that, at strong fields, the spectrum reflects the partitioning of the classical phase space. There are eigenstates which hardly touch the boundary and have energies very close to the Landau levels. They are called bulk states because in the limit of strong fields they constitute the major part of the spectrum. We will see that these states are based on that part of phase space which is given by the unperturbed cyclotron motion. At the same time, one finds eigenstates which are localized at the boundary. These edge states correspond to the skipping trajectories and are expected to reflect the underlying billiard motion. Albeit being an effect of the boundary they may be quite significant. For instance, they typically exhibit a directed probability flux causing a large magnetic moment. This way they balance the magnetic moments of the bulk leading to a vanishing mean magnetization, as discussed in Section 3.4.

The separation into edge and bulk states is intuitively clear and often used. Early studies were concerned with the surface electron states inside metals [44,45], and after the discovery of the Quantum Hall Effect $[46,47]$ the notion of edge states was employed to explain this phenomenon [1,48-52]. (In the latter problem the Hamiltonian must include an additional impurity potential.) However, the above characterization of edge states is not precise and rather vague and we are not aware of a general quantitative definition in the literature. In due course, we will introduce a spectral measure, which permits to quantify the edge character of a state [53]. Having a meaningful spectral density of edge states at our disposal, it will be worthwhile to consider the quantum problem also in the exterior.

### 3.1.1. Motion in the exterior

The exterior billiard problem is obtained by restricting the particle to the domain $\mathbb{R}^{2} \backslash \mathscr{D}$, henceforth called the exterior domain. From the classical point of view there is little difference between the interior and the exterior dynamics. A particle impinging on the boundary from outside is reflected specularly and performs a skipping motion around the billiard. Like in the interior the skipping trajectories cover a finite volume in phase space and are described by a discrete billiard bounce map. Complete cyclotron orbits, on the other hand, now exist for any $\rho$. The corresponding phase space volume is unbounded because the cyclotron center may be located at an arbitrarily large distance from the billiard.

The fact that a "free particle" cannot escape to infinity but is trapped on a cyclotron orbit is reflected by the exterior quantum spectrum. It is discrete, in marked contrast to the field-free scattering situation. The exterior quantum problem requires the stationary wave function to satisfy the Schrödinger equation in $\mathbb{R}^{2} \backslash \mathscr{\mathscr { D }}$, again with a boundary condition on $\Gamma$. In addition, the normalization condition implies that the wave functions must vanish at infinity. In the absence of a boundary the spectrum would be given by a discrete set of Landau energies, each infinitely degenerate, as shown in the preceding section. The presence of a billiard lifts this degeneracy turning each Landau level into a spectral accumulation point. This means that there are infinitely many discrete eigenenergies in the vicinity of each Landau energy.

We shall address the general quantum problem in Section 3.3. There, the main concern will be on the boundary conditions and the average spectral behavior, whereas the actual quantization
is performed in Section 4. To prepare for the semiclassical quantization in Section 6 let us first take a closer look at the classical problem.

### 3.2. The classical billiard

Classical magnetic billiards were first examined by Robnik and Berry [54] and are still the subject of active research [14,55-62]. In this section we collect basic results, limiting the discussion to those aspects which will be needed later on.

The classical dynamics is completely specified by the size of the cyclotron radius $\rho$ and by the shape of the billiard. Throughout this work, the billiard boundary $\Gamma$ is assumed to be smooth, so that its normals $\hat{\mathbf{n}}$ exist everywhere. We define them to point outwards (i.e., into $\mathbb{R}^{2} \backslash \mathscr{D}$ ). Keeping their orientation fixed will allow to distinguish the interior from the exterior problem. The boundary is parameterized by the arc length $s$,

$$
\begin{equation*}
\Gamma: s \in[0 ; \mathscr{L}] \mapsto \mathbf{r}(s) \in \mathbb{R}^{2} \tag{3.1}
\end{equation*}
$$

such that the derivative yields the normalized tangent

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{r}(s)}{\mathrm{d} s}:=\hat{\mathbf{t}}(s)=\binom{-n_{y}(s)}{n_{x}(s)} . \tag{3.2}
\end{equation*}
$$

We define the local curvature

$$
\begin{equation*}
\kappa\left(s_{0}\right):=2 \lim _{s \rightarrow s_{0}} \frac{\left(\mathbf{r}(s)-\mathbf{r}\left(s_{0}\right)\right) \hat{\mathbf{n}}(s)}{\left(\mathbf{r}(s)-\mathbf{r}\left(s_{0}\right)\right)^{2}} \tag{3.3}
\end{equation*}
$$

to be positive for convex domains. The area of the domain is denoted by $\mathscr{A}$, and $\mathscr{L}$ represents its circumference.

### 3.2.1. The billiard bounce map

As mentioned above, the particle's skipping motion may be described by the mapping of a Poincaré surface of section onto itself. Like in the case of field-free billiards [8,63-65] it is natural to use the Birkhoff coordinates $\left(s, p_{s}\right)$ to define the surface of section. They are given by the position on the boundary $s$ (the curvilinear abscissa) and the (normalized) tangential component of the reflected velocity $p_{s}=\hat{\mathbf{v}}_{0}(s) \hat{\mathbf{t}}(s)$ at the point of reflection. The variables $s$ and $p_{s}$ are canonically conjugate in the sense described below. It is worth noting, therefore, that $p_{s}$ is defined as a component of the velocity vector, rather than the (gauge-dependent) canonical momentum.

A point $\left(s, p_{s}\right)$ in the Birkhoff phase space describes the position of incidence, and the direction of the velocity after reflection (once it is agreed on whether to consider the interior or exterior problem). Tracking the classical trajectory until its first intersection with the boundary specifies the next point of reflection $s^{\prime}$ uniquely, and $p_{s}^{\prime}$ follows from the law of specular reflection. Since any reflected trajectory is included this way the complete billiard dynamics is described by the bounce map

$$
\begin{equation*}
\mathscr{B}:(s, p) \mapsto\left(s^{\prime}, p^{\prime}\right) \tag{3.4}
\end{equation*}
$$

which maps the Poincaré surface of section $[0 ; \mathscr{L}] \times(-1 ; 1)$ onto itself. In order to see that the map generates a discrete Hamiltonian evolution, one may look for a generating function $\mathscr{G}\left(s, s^{\prime}\right)$, which


Fig. 3.1. Birkhoff phase space portraits of the interior ellipse (strong eccentricity 0.8 , area $\mathscr{A}=\pi$ ), for different values of the cyclotron radius $\rho=0.40,0.44,0.50,0.54$ (left column, top to bottom) and $\rho=0.6,1.0,2.0,10.0$ (right column, top to bottom). The motion turns (more) regular as the limit of a strong field, $\rho \rightarrow 0$, and a vanishing field, $\rho \rightarrow \infty$, is approached.
yields the (canonically) conjugate coordinates by differentiation

$$
\begin{equation*}
p_{s}=-\frac{\mathrm{d} \mathscr{G}\left(s, s^{\prime}\right)}{\mathrm{d} s} \quad \text { and } \quad p_{s}^{\prime}=\frac{\mathrm{d} \mathscr{G}\left(s, s^{\prime}\right)}{\mathrm{d} s^{\prime}} \tag{3.5}
\end{equation*}
$$

The relation (3.5) is the discrete analogue to the case of continuous Hamiltonian dynamics, where the canonical momenta are similarly given by the derivative of the action. If the mixed second derivative of $\mathscr{G}$ has a definite sign Eqs. (3.5) may be globally inverted [65], yielding the bounce map (3.4).

The billiard dynamics may now be studied conveniently by investigating the properties of the map. In Fig. 3.1 we show surface of section plots of an interior ellipse at different values of the cyclotron radius. One observes the standard picture of mixed chaotic dynamics [66-68]. The trajectories either lie on invariant curves (characterizing regular motion) or cover a whole area in the surface of section (chaotic motion). Stable periodic orbits, in particular, are characterized by surrounding invariant lines ("stability islands").

### 3.2.2. Integrable and hyperbolic billiards

In the field-free case the ellipse is known to be the only smooth and simply connected billiard with two integrals of motion (including the circle as a special case). At finite magnetic fields, the ellipse turns chaotic, as we have just seen, except for the circle billiard. The latter exhibits the canonical angular momentum (2.12) as the second integral of the motion (provided the circle is centered at the origin of the symmetric gauge). This suggests that circular shapes, i.e., the disk and the annular billiard, are the only boundaries which yield integrable motion in the magnetic field.

The other extreme type of motion is called hyperbolic, or displaying hard chaos. It is present if the stable part of phase space has zero measure rendering almost all trajectories unstable. Hyperbolic billiards are popular, although they form a small class. Early examples of field-free billiards displaying hard chaos were given by Sinai [63] and Bunimovich [64]. Conditions for the instability of orbits in magnetic billiards are discussed in [58-60]. In his recent work [14] Gutkin applied a general hyperbolicity criterion [69] to construct classes of hyperbolic magnetic billiards. The critical parameter in these sets is given by the sum of the reciprocal cyclotron radius and the (local) curvature of the boundary. Hard chaos is guaranteed in these cases only for cyclotron radii above a certain minimal value. Most of the billiards studied numerically in this report are hyperbolic at zero field, but assume a mixed chaotic phase space at any finite cyclotron radius. An example of a billiard shape which generates truly hyperbolic motion even at fairly strong fields is given in the right part of Fig. 5.1.

Since the above statements apply equally to the interior and the exterior dynamics there was no need to distinguish between them. We now turn to the question of how the classical interior and exterior problems are related.

### 3.2.3. The classical interior-exterior duality

When comparing the interior and the exterior motion the size of the cyclotron radius $\rho$ plays a crucial role. An important situation is encountered if the cyclotron radius and the billiard shape are such that any circle with radius $\rho$ intersects the boundary at most twice. For convex domains, a sufficient condition is the cyclotron radius being greater than the maximum radius of curvature, or less than the minimum radius of curvature. However, convexity is not necessary for the above condition-which we shall assume to hold for the moment.

Now consider a segment of an interior trajectory going from $\mathbf{r}(s)$ to $\mathbf{r}\left(s^{\prime}\right)$. The same two points are connected by a valid exterior trajectory which travels backwards in time. Necessarily, the two arcs form a complete circle of radius $\rho$. (They do not intersect with the boundary, except at the points $\mathbf{r}(s)$ and $\mathbf{r}\left(s^{\prime}\right)$, because the above criterion was assumed to hold.) The interior trajectory is reflected specularly and finally runs into the boundary at $\mathbf{r}\left(s^{\prime \prime}\right)$. Clearly, the time-reversed exterior trajectory obeys the same law of specular reflection, leading to the same boundary point $\mathbf{r}\left(s^{\prime \prime}\right)$. It follows that the interior dynamics and the time-reversed exterior one are described by the same Poincaré surface of section. Every interior trajectory is linked with a dual exterior trajectory, which travels backwards in time. We call this property the classical duality of interior and exterior motion. Pairs of dual trajectories are displayed in Figs. 3.2 and 9.8.

As an immediate consequence of the classical duality one finds for any given interior periodic orbit a dual periodic orbit in the exterior, and vice versa. Being periodic, both may now be thought of as running forward in time, but then with opposite orders in the sequence of reflection points. Clearly, these dual partners are intimately related. We will see that they have the same stability


Fig. 3.2. Parts of dual trajectories in the interior and exterior of a stadium-billiard at $\rho=0.5$ (sequence of 75 reflections). The billiard shape is defined in Fig. 8.5.
properties and that the sum of their actions is an integer multiple of the action of a full cyclotron orbit (with the integer given by the number of reflections). Examples of dual periodic orbits are given in Fig. 9.8.

Fig. 3.3 shows that the duality breaks down once the duality condition that "any circle of radius $\rho$ intersects the boundary at most twice" is no longer fulfilled. Typically, only a small fraction of the phase space corresponds to arcs which violate the duality condition. Fig. 3.4 gives an impression of the fraction of phase space belonging to arcs whose extension intersects the boundary more than twice.

### 3.3. Quantum billiards

An early study of a magnetic quantum billiard was carried out by Nakamura and Thomas [70] (see [71] for a correction). Later works are concerned with the spectral implications of the absence of time-reversal invariance [72-74]. Special geometries, such as the disk [75,76] or, more recently, the square [77,78], received attention as well. All these studies were limited to the first few hundred eigenvalues, and only to the interior problem.

### 3.3.1. General boundary conditions

The mentioned works use Dirichlet boundary conditions, i.e., demand the wave function to vanish on the boundary. It is the natural choice from a physical point of view, which takes the boundary as due to an infinite potential wall. However, it will prove worthwhile to consider slightly more general, "mixed" boundary conditions which include the Dirichlet choice as a special case. They are defined by the equation

$$
\begin{equation*}
\psi(\mathbf{r})= \pm \frac{\lambda}{b}\left(\partial_{n / b} \psi(\mathbf{r})-\mathrm{i} \tilde{A}_{n}(\mathbf{r}) \psi(\mathbf{r})\right), \quad \mathbf{r} \in \Gamma . \tag{3.6}
\end{equation*}
$$



Fig. 3.3. Breakdown of the duality in segments of partially corresponding trajectories (stadium of Fig. 3.2 at $\rho=0.8$.) Only the two left (top) arcs in the interior (exterior) meet with a dual partner. The breakdown occurs because a cyclotron orbit, which is obtained by continuing the arcs (dashed line) intersects the boundary more than twice.


Fig. 3.4. Fraction of the complete interior phase space belonging to arcs which violate the duality criterion, as a function of the cyclotron radius $\rho$. (Calculated for the stadium billiard in Fig. 3.2; the squares indicate the error of the statistical sampling.)

The lower sign stands for exterior problem and the symbols $\partial_{n / b}:=b \hat{\mathbf{n}}(\mathbf{r}) \nabla_{r}$ and $\tilde{A}_{n}=\hat{\mathbf{n}}(\mathbf{r}) \tilde{\mathbf{A}}$ denote the scaled normal derivative and the normal component of the scaled vector potential, respectively.

The "mixing" parameter $\lambda$ interpolates between the two extremes, Dirichlet, $\lambda=0$, and Neumann boundary conditions, $\lambda^{-1}=0$. In principle, $\lambda$ may be a function of the position on the boundary, but will be assumed constant throughout. At non-vanishing $\lambda$ our boundary conditions (3.6) are the gauge-invariant generalization of the mixed boundary conditions known for the Helmholtz problem
[79-81]. They imply that the normal component of the current density $\tilde{\jmath}_{n}=\operatorname{Im}\left(\psi^{*} \partial_{n / b} \psi\right)-\tilde{A}_{n}|\psi|^{2}$ vanishes for any $\lambda$. (Take the imaginary part after multiplying (3.6) with $\psi^{*}$.) The resulting conservation of the probability density explains why the condition (3.6) keeps the problem self-adjoint for any $\lambda$. The explicit appearance of the vector potential in (3.6) is needed to ensure the gauge-invariance of the boundary conditions. The fact that the definition does not depend on the gauge freedom $\chi$ is easily seen observing the gauge dependence of a general wave function (2.31). Finally, note that $\lambda$ has the dimension of a length, cancelling the dimensionality introduced by the normal derivative. The magnitude of the latter depends on the modulus $k=\sqrt{2 m_{e} E} / \hbar$ of the wave vector. To account for this trivial energy dependence of the eigenstates on the boundary condition it will be convenient (later in the semiclassical treatment) to use the dimensionless mixing parameter

$$
\begin{equation*}
\Lambda:=k \lambda=2 \sqrt{v} \frac{\lambda}{b} \tag{3.7}
\end{equation*}
$$

We did not state the definition (3.6) of the boundary condition in terms of $\Lambda$ because its dependence on the spectral variable $v$ would destroy the self-adjointness of the problem rendering different eigenstates non-orthogonal.

A quite different type of boundary conditions for magnetic billiards was proposed recently by Akkermans et al. [82]. It was designed specifically to be sensitive on the "chirality" of the wave functions. For the special situation of a separable problem they allow to split the interior eigenspace into two subspaces with definite chirality. We will see that this is quite close to the desired separation into bulk and edge states. However, the generalization to billiards with arbitrary shapes is not proven to yield a separation between edge and bulk states. Moreover, the connection with the corresponding Dirichlet spectrum is not immediate, and the physical mechanism which is modeled by this boundary condition is not yet understood. Below, we take a different approach to separate edge and bulk, by adjusting the spectral measure according to our needs, rather than modifying the spectrum.

### 3.3.2. The quantum spectrum

Unlike their field-free relatives, magnetic quantum billiards offer two independent external parameters-the cyclotron radius and the magnetic length. As discussed in Section 2.3, one must specify which one is to be fixed in order to define a quantum spectrum. In the main part of this report the formulas for spectral densities are constructed at a fixed magnetic length $b$. This is done to avoid clumsy notation (and to minimize the danger of confusion). A summary of formulas for spectra defined in the semiclassical direction is given in Appendix A.7. Still, some of the numerical investigations presented below are carried out on spectra defined in the semiclassical direction, which will be clearly indicated.

The simplest function to characterize a spectrum is the spectral staircase (or number counting function) which gives the number of spectral points below the specified energy. For a set of eigenvalues $\left\{v_{n}\right\}$ it is formally defined as a sum

$$
\begin{equation*}
\mathrm{N}(v):=\sum_{n=1}^{\infty} \Theta\left(v-v_{n}\right) \tag{3.8}
\end{equation*}
$$

over Heaviside step functions $\Theta$. Note that $\mathrm{N}(v)$ is a well-defined function only for the interior problem, due to the infinite number of exterior bulk states close to each Landau level. The spectral
density is conveniently defined as the energy derivative of the counting function,

$$
\begin{equation*}
d(v):=\frac{\mathrm{d}}{\mathrm{~d} v} \mathrm{~N}(v)=\sum_{n=1}^{\infty} \delta\left(v-v_{n}\right) \tag{3.9}
\end{equation*}
$$

and should be understood in the sense of distributions. Formally, such a sum of Dirac $\delta$-functions could be defined for the exterior problem as well. However, this density would be meaningful at most in a local sense since the convolution with a test function would diverge at all the Landau energies. Therefore, the following discussion of the smooth, asymptotic properties of magnetic spectra must be restricted to the interior problem.

### 3.3.3. Asymptotic counting functions

The spectral staircase is described asymptotically by the mean number counting function $\overline{\mathrm{N}}(v)$, which is uniquely defined [83]. For Dirichlet boundary conditions it is given by the asymptotic expression [84]

$$
\begin{equation*}
\overline{\mathrm{N}}(v)=\frac{\mathscr{A}}{b^{2} \pi} v-\frac{\mathscr{L}}{2 \pi b} v^{1 / 2}+\frac{1}{6}+\mathrm{O}\left(v^{-1 / 2}\right) . \tag{3.10}
\end{equation*}
$$

The expression includes only geometric quantities and the conventional wave vector $\sqrt{2 m_{e} E} / \hbar=$ $2 \sqrt{v} / b$, which are all independent of the magnetic field. The field independence of the leading order term follows immediately from Weyl's law, as discussed below. However, it is not obvious that the next two orders are identical to the field-free case as well. This was proved only recently in [84], and for circular billiards in [85].

Note the hierarchy of the geometric quantities appearing in (3.10). The leading and the second term are proportional to the area and the circumference, respectively. The constant is determined ${ }^{5}$ by the mean curvature $\int_{\Gamma} \kappa(s) \mathrm{d} s=2 \pi$. Moreover, the higher order terms are typically proportional to higher moments of the curvature [86]. This hierarchy reflects the systematic method to derive the boundary corrections to asymptotic quantities (see e.g. [80]): the boundary is locally approximated first by a straight line, then a circular arc, and so on.
3.3.3.1. Weyl's law revisited. Let us consider Weyl's law more explicitly. It states that the number of quantum states below a given energy is determined, to leading order, by the volume of phase space, within the energy shell, divided by (a power of) Planck's quantum

$$
\begin{align*}
\overline{\mathrm{N}}_{\mathrm{tot}}\left(\rho^{2}, b^{2}\right) & =\frac{1}{(2 \pi \hbar)^{2}} \iint \Theta(E-\mathrm{H}) \mathrm{d}^{2} \mathbf{r} d^{2} \mathbf{p}  \tag{3.11}\\
& =\frac{1}{\left(b^{2} \pi\right)^{2}} \iint \Theta\left(\rho^{2}-\left|\boldsymbol{\rho}^{\prime}\right|^{2}\right) \mathrm{d}^{2} \mathbf{c} d^{2} \boldsymbol{\rho}^{\prime} \tag{3.11a}
\end{align*}
$$

This is the first term in the asymptotic expansion (3.10). Changing the integration of the canonical momentum to the velocity vector in the first line renders the phase space integral independent of
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Fig. 3.5. The dark shaded region indicates the area determining the phase space volume of interior (left) and exterior (right) skipping orbits. It is given by those points of the interior and exterior domain, respectively, which have a distance less than one cyclotron radius $\rho$ to the boundary.
the magnetic field (since the Jacobian is constant [87]). This shows immediately that the leading order term of the counting function (like any quantity which may be written as a phase space integral of position and velocity) cannot depend on the field strength. In (3.11a), however, we transformed the variables of integration to the radius vector $\boldsymbol{\rho}^{\prime}$, cf. Eq. (2.7), and the cyclotron center $\mathbf{c}=\mathbf{r}-\boldsymbol{\rho}^{\prime}$, which do depend on the magnetic field. As a result, the role of Planck's quantum is now played by the area $b^{2} \pi$. This second form of the phase space integral has the advantage that it permits to separate the volumes of skipping and cyclotron motion. The center $\mathbf{c}$ is a constant of the motion for all cyclotron orbits. Hence, integrating only the cyclotron part of the centers one obtains the area $\mathscr{A}_{\text {cyc }}(\rho)$ of the set of points in $\mathscr{D}$ with a distance from the boundary greater than $\rho$. Consequently, the number of quantum states which correspond to cyclotron motion is given, to leading order, by the integral

$$
\begin{equation*}
\overline{\mathrm{N}}_{\mathrm{cyc}}\left(\rho^{2}, b^{2}\right)=\frac{2 \pi}{\left(b^{2} \pi\right)^{2}} \int_{0}^{\rho} \mathscr{A}_{\mathrm{cyc}}\left(\rho^{\prime}\right) \rho^{\prime} \mathrm{d} \rho^{\prime} \tag{3.12}
\end{equation*}
$$

We note from (3.10) that the total number of states reads to leading order,

$$
\begin{equation*}
\overline{\mathrm{N}}_{\mathrm{tot}}\left(\rho^{2}, b^{2}\right)=\frac{2 \pi}{\left(b^{2} \pi\right)^{2}} \frac{\rho^{2} \mathscr{A}}{2} . \tag{3.13}
\end{equation*}
$$

Hence, the number of states associated with the skipping part of phase space can be written as an integral

$$
\begin{equation*}
\overline{\mathrm{N}}_{\text {skip }}\left(\rho^{2}, b^{2}\right)=\overline{\mathrm{N}}_{\mathrm{tot}}-\overline{\mathrm{N}}_{\mathrm{cyc}}=\frac{2 \pi}{\left(b^{2} \pi\right)^{2}} \int_{0}^{\rho} \mathscr{A}_{\text {skip }}\left(\rho^{\prime}\right) \rho^{\prime} \mathrm{d} \rho^{\prime} \tag{3.14}
\end{equation*}
$$

involving the area $\mathscr{A}_{\text {skip }}(\rho):=\mathscr{A}-\mathscr{A}_{\text {cyc }}(\rho)$. By definition, this area is given by those points in the interior domain which are closer to the boundary than the cyclotron radius, cf. Fig. 3.5. It determines the mean density of those states which correspond to the skipping part of phase space.

$$
\begin{equation*}
\bar{d}_{\text {skip }}(v)=\frac{\mathrm{d}}{\mathrm{~d} v} \overline{\mathrm{~N}}_{\text {skip }}\left(v b^{2}, b^{2}\right)=\frac{\mathscr{A}_{\text {skip }}(b \sqrt{v})}{b^{2} \pi} . \tag{3.15}
\end{equation*}
$$

This is a remarkably simple and intuitive formula. It should be made clear, however, that we do not yet have a criterion at our disposal, which provides a clear distinction of edge and bulk states. Clearly, a reasonable definition should pass the requirement of being consistent with (3.15).

Furthermore, a proper "density of edge states" will have to be well-defined also in the exterior. Let us therefore comment on the expected mean number of exterior states which correspond to skipping motion. By symmetry, it should be determined by the area $\mathscr{A}_{\text {skip }}^{\text {ext }}$ of those points in the exterior domain which are closer to the boundary than $\rho$. This can be confirmed for the circular geometry, where the integral over the skipping part of phase space in (3.11a) can be performed explicitly. For a disk of radius $R$ one obtains

$$
\begin{align*}
& \overline{\mathrm{N}}_{\text {skip }}^{\text {int }}= \begin{cases}\frac{4}{3} \frac{\mathscr{L}}{2 \pi b} v^{3 / 2}-\frac{1}{2} v^{2} & \text { if } \sqrt{v} b<R \\
\frac{\mathscr{L}}{b^{2} \pi} v & \text { if } \sqrt{v} b>R\end{cases}  \tag{3.16}\\
& \overline{\mathrm{N}}_{\text {skip }}^{\mathrm{ext}}=\frac{4}{3} \frac{\mathscr{L}}{2 \pi b} v^{3 / 2}+\frac{1}{2} v^{2} \tag{3.17}
\end{align*}
$$

for the interior and the exterior problem, respectively. Note that the interior number is determined by the area $\mathscr{A}$ of the domain once the cyclotron radius $\rho=\sqrt{v} b$ exceeds the radius $R$ of the disk, preventing any cyclotron orbits in the interior.

At very strong fields, $b \ll \rho \ll \mathscr{L}$, in contrast, it is the circumference term which dominates. Since in this case we may neglect the mean curvature, the average number of skipping states is approximately given by

$$
\begin{equation*}
\overline{\mathrm{N}}_{\text {skip }}=\frac{4}{3} \frac{\mathscr{L}}{2 \pi b} v^{3 / 2} . \tag{3.18}
\end{equation*}
$$

This expression coincides with the phase space estimate for a straight line with periodic boundary conditions (see Appendix A.6).

Let us turn to another quantity which serves to characterize interior magnetic billiards-the orbital magnetism which measures the response of the spectrum to changes in the magnetic field. Its asymptotic properties may be related to a phase space integral as well.

### 3.4. Orbital magnetism

Employing the notion of orbital magnetism we slightly abuse a thermodynamic concept for our one-particle problem. Nonetheless, it is worthwhile to ask for the magnetic response of the billiard dynamics in the sense of statistical mechanics. We consider only micro-canonical ensembles (since we are not concerned with effects of finite temperature) which means that averages are performed on the energy shell in phase space, i.e., among all orbits of a given cyclotron radius.

Let us first consider the classical motion along a single periodic ${ }^{6}$ trajectory. Being charged the particle constitutes an electric current which in turn induces a magnetic moment. Will it serve
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Fig. 3.6. At strong magnetic fields, $\rho \ll \mathscr{L}$, the major part of the available phase space consists of complete cyclotron orbits. The skipping orbits give rise to a net current along the boundary. It has a counter-clockwise sense of orientation, in contrast to the cyclotron orbits.
to strengthen or to weaken the applied magnetic field? Clearly, the latter is expected in the case of a cyclotron orbit. Here, the (scaled) magnetic moment turns negative,

$$
\begin{equation*}
\frac{1}{2} \int_{0}^{\tilde{T}_{\mathrm{cyc}}} \tilde{\mathbf{r}}(\tilde{t}) \times \tilde{\mathbf{v}}(\tilde{t}) \mathrm{d} \tilde{t}=-v \tag{3.19}
\end{equation*}
$$

which shows that the cyclotron part of phase space is diamagnetic. The skipping orbits, on the other hand, will in general give rise to both signs. At strong fields (if the cyclotron radius is shorter than the minimum diameter of the billiard) skipping trajectories carry a net current along the boundary. It is orientated clockwise, i.e., opposite to the cyclotron orbits (see Fig. 3.6). A detailed analysis [88] shows that, in any case, a subtle cancellation mechanism between cyclotron and skipping orbits is at work, which guarantees that classically there is no net orbital magnetization. This is the van Leeuwen theorem [87,88].

The statement is proved immediately by evoking the thermodynamic definition of the magnetization as the derivative of a thermodynamic potential (the free energy or the grand canonical potential) with respect to the magnetic field. The potentials are determined by the partition sum, which is a phase space integral in the classical case. As such it cannot depend on the magnetic field for the reasons given in the preceding section [87].

Before we turn to the precise quantum definition it should be emphasized that orbital magnetism in its proper sense is an effect of many particles at finite temperature. Assuming the temperature to be much larger than the spacing between Landau levels, $T \gg \hbar \omega_{\mathrm{c}} / k_{B}$, Landau showed [24] that a degenerate Fermi gas exhibits a small ${ }^{7}$ net diamagnetic response. This Landau diamagnetism is an effect of the bulk. Asymptotic corrections due to the existence of a boundary are discussed in [84,85,90-93]. Recently, the effect met some renewed interest since the geometry of mesoscopic devices may greatly enhance orbital magnetism. Semiclassical treatments in terms of periodic orbit theory may be found in [77,94-99]. In these works the magnetic field was assumed to be very weak such that the bending of the trajectories could be neglected. An exception is the study of the

[^7]quantum and semiclassical magnetization of the magnetic disk in [100]. A comprehensive review on the subject of orbital magnetism is given in [101].

In the following we shall use the concept of orbital magnetization merely as a means of characterizing magnetic billiards. We shall argue that it is advantageous to adopt a modified definition of orbital magnetization. In order to motivate this we start with the conventional one.

### 3.4.1. Conventional magnetization

Given the spectrum $\left\{E_{n}\right\}$ at finite magnetic field $B$ one may conventionally define the magnetization as

$$
\begin{equation*}
\mathscr{M}_{\mathrm{conv}}(E, B):=-\sum_{E_{n} \leqslant E} \frac{\mathrm{~d} E_{n}}{\mathrm{~d} B}=\int_{0}^{E} \mathrm{~m}\left(E^{\prime} ; B\right) \mathrm{d} E^{\prime} \tag{3.20}
\end{equation*}
$$

This is the one-particle and zero-temperature limit of the standard thermodynamic definition. By means of Eq. (3.20) the function $\mathrm{m}(E, B)$ is introduced which we call the magnetization density,

$$
\begin{equation*}
\mathrm{m}(E, B):=\frac{\mathrm{dN}_{\mathrm{tot}}}{\mathrm{~d} B}(E, B)=-\sum_{n} \frac{\mathrm{~d} E_{n}}{\mathrm{~d} B} \delta\left(E-E_{n}\right) \tag{3.21}
\end{equation*}
$$

The relation of $\mathrm{m}(E, B)$ to the electrodynamic interpretation of the magnetization is seen once we note the derivative of the Hamilton operator (2.8) with respect to the magnetic field,

$$
\begin{equation*}
\frac{\mathrm{dH}}{\mathrm{~d} B}=-\frac{q}{2}(\mathbf{r} \times \mathbf{v})_{\mathrm{sym}} . \tag{3.22}
\end{equation*}
$$

It is the operator of the magnetic moment, where $(\cdot)_{\text {sym }}$ indicates the symmetrized form. It follows that the energy derivatives $\mathrm{d} E_{n} / \mathrm{d} B$ in Eq. (3.21) are given by the corresponding expectation values of the magnetic moment, i.e., the magnetization density (3.21) reads

$$
\begin{equation*}
\mathrm{m}(E, B)=\sum_{n} \frac{q}{2}\left\langle\psi_{n}\right|(\mathbf{r} \times \mathbf{v})_{\mathrm{sym}}\left|\psi_{n}\right\rangle \delta\left(E-E_{n}\right) \tag{3.23}
\end{equation*}
$$

The fact that the mean magnetization (density) vanishes follows immediately from the fieldindependence of $\overline{\mathrm{N}}$ (3.10), as noted above. At strong fields the negative moments of (many) bulk states are balanced, consequently, by the large, positive magnetic moments of relatively few edge states. This is seen much more clearly once we modify the definition of the magnetization such that it complies with the scaling properties of the system.

### 3.4.2. Bulk and edge magnetization

We proceed to define a scaled magnetization which has considerable advantages compared to the conventional one. According to (2.37) the spectrum $\left\{v_{n}\right\}$ depends parametrically on the magnetic length, $v_{n}=v_{n}\left(b^{2}\right)$. It is natural to define the scaled magnetization density such that it yields the density of the scaled magnetic moment (3.25), in analogy to (3.23). Hence, one is led to the definition

$$
\begin{equation*}
\tilde{\mathrm{m}}\left(v, b^{2}\right):=\sum_{n} \frac{1}{2}\left\langle\psi_{n}\right|(\tilde{\mathbf{r}} \times \tilde{\mathbf{v}})_{\text {sym }}\left|\psi_{n}\right\rangle \delta\left(v-v_{n}\right) . \tag{3.24}
\end{equation*}
$$

From the explicit form of the scaled Hamiltonian one can easily show that

$$
\begin{equation*}
\frac{1}{2}\left\langle\psi_{n}\right|(\tilde{\mathbf{r}} \times \tilde{\mathbf{v}})_{\mathrm{sym}}\left|\psi_{n}\right\rangle=b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}}-v_{n} . \tag{3.25}
\end{equation*}
$$

Thus, the scaled magnetization density can be written in terms of derivatives of the number counting function,

$$
\begin{equation*}
\tilde{\mathrm{m}}\left(v, b^{2}\right)=\sum_{n}\left(b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}}-v_{n}\right) \delta\left(v-v_{n}\right)=-b^{2} \frac{\partial \mathrm{~N}}{\partial b^{2}}-v \frac{\partial \mathrm{~N}}{\partial v} . \tag{3.26}
\end{equation*}
$$

The scaled magnetization follows by integrating the density.

$$
\begin{align*}
\tilde{\mathscr{M}}\left(v, b^{2}\right) & :=\int_{0}^{v} \tilde{\mathrm{~m}}\left(v^{\prime}, b^{2}\right) \mathrm{d} v^{\prime}=\sum_{v_{n} \leqslant v}\left(b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}}-v_{n}\right)  \tag{3.27}\\
& =\tilde{\mathscr{M}}_{\text {edge }}+\tilde{\mathscr{M}}_{\text {bulk }} \tag{3.27a}
\end{align*}
$$

As indicated in the second line the scaled magnetization splits up naturally into two parts which we call, respectively, the edge magnetization,

$$
\begin{equation*}
\tilde{\mathscr{M}}_{\text {edge }}\left(v, b^{2}\right):=\sum_{v_{n} \leqslant v} b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}}=-\int_{0}^{v} b^{2} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}} \mathrm{~N}\left(v^{\prime}, b^{2}\right) \mathrm{d} v^{\prime} \tag{3.28}
\end{equation*}
$$

and the bulk magnetization,

$$
\begin{equation*}
\tilde{\mathscr{M}}_{\text {bulk }}\left(v, b^{2}\right):=-\sum_{v_{n} \leqslant v} v_{n}=-\int_{0}^{v} v^{\prime} \frac{\mathrm{d}}{\mathrm{~d} v^{\prime}} \mathrm{N}\left(v^{\prime}, b^{2}\right) \mathrm{d} v^{\prime} \tag{3.29}
\end{equation*}
$$

This naming is appropriate since any Landau state (2.19) exhibits a scaled magnetic moment $\langle n, m| \frac{1}{2}(\tilde{\mathbf{r}} \times \tilde{\mathbf{v}})_{\text {sym }}|n, m\rangle=-\left(n+\frac{1}{2}\right)=-v$, like the classical cyclotron orbit (3.19). Each eigenstate contributes to both magnetization densities,

$$
\begin{equation*}
\tilde{\mathrm{m}}_{\text {edge }}\left(v, b^{2}\right)=\sum_{n} b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}} \delta\left(v-v_{n}\right) \tag{3.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{\mathrm{m}}_{\text {bulk }}\left(v, b^{2}\right)=-\sum_{n} v_{n} \delta\left(v-v_{n}\right) \tag{3.31}
\end{equation*}
$$

The energies of bulk states lie close to the Landau levels and the nearer they get to the level the less they depend on $b^{2}$ (since the Landau energy is independent of $b^{2}$ ). Hence, they give rise to a negligible edge contribution. Edge states, in contrast, contribute to the edge magnetization much stronger than to the bulk. This follows from the mean values of the magnetization. For the smooth edge magnetization density one finds, cf. (3.10),

$$
\begin{equation*}
\overline{\mathrm{m}}_{\text {edge }}\left(v, b^{2}\right)=-b^{2} \frac{\partial \overline{\mathrm{~N}}}{\partial b^{2}}=\frac{\mathscr{A}}{b^{2} \pi} v-\frac{1}{2} \frac{\mathscr{L}}{2 \pi b} v^{1 / 2} . \tag{3.32}
\end{equation*}
$$

Remarkably, the bulk mean value assumes a form,

$$
\begin{equation*}
\overline{\mathrm{m}}_{\text {bulk }}\left(v, b^{2}\right)=-v \frac{\partial \overline{\mathrm{~N}}}{\partial v}\left(v, b^{2}\right)=-\frac{\mathscr{A}}{b^{2} \pi} v+\frac{1}{2} \frac{\mathscr{L}}{2 \pi b} v^{1 / 2}, \tag{3.33}
\end{equation*}
$$

which cancels the mean edge magnetization identically. Hence, the mean (total) magnetization, $\overline{\mathscr{M}}=$ $\overline{\mathscr{M}}_{\text {edge }}+\overline{\mathscr{M}}_{\text {bulk }}$ vanishes like in the conventional case. This holds strictly for any field, independently of whether or not there is a classical separation into skipping and cyclotron orbits.

The edge magnetization (3.28) defined in this section embodies a first quantity which allows to distinguish edge states quantitatively. It gives the excess magnetization of the states which arises due to the existence of a boundary, i.e., as compared to the expected diamagnetism of a state in the infinite plane.

## 4. Quantization in the interior and the exterior: the boundary integral method

In the present section, we show how to solve the quantization problem for interior and exterior magnetic billiards by means of a boundary integral method. It provides the spectra and wave functions of arbitrarily shaped billiard domains, and includes the general boundary conditions discussed in Section 3.3.1. Moreover, the boundary integral formalism constitutes the basis for the semiclassical theory discussed in Section 6.

### 4.1. Boundary methods

As compared to the field-free case, it is surprisingly difficult to obtain the quantum spectra of magnetic billiards. So far, numerical studies were restricted to the interior problem and performed almost exclusively by diagonalizing the Hamiltonian [70,72-74,102]. This requires the choice and truncation of a basis, which is problematic for general billiards, where no natural magnetic basis set exists. Consequently, results were limited to the first few hundred eigenvalues.

In the case of field-free billiards quantum spectra are usually obtained by transforming the eigenvalue problem into an integral equation of lower dimension. The corresponding integral operator is defined in terms of the free Green function, and depends only on the boundary [103-105,107,108]. This method is known to be more efficient than diagonalization by an order of magnitude [109,110]. We proceed to extend these ideas to magnetic billiards. A step in this direction was taken by Tiago et al. [38], who essentially propose a null-field method ${ }^{8}$ [111] for (interior) magnetic billiards. It involves the irregular Green function (A.14) in angular momentum decomposition. A drawback of the approach is that this function must be known for large angular momenta, which turns out to be numerically impractical. Moreover, the method does not apply for the exterior problem.

In the following we derive the boundary integral method for magnetic billiards. Like in the field-free case, it involves the regular Green function in position space representation. We present the method for the interior and the exterior problem, and general boundary conditions.
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### 4.2. The boundary integral equations

### 4.2.1. Single and double layer equations

The stationary eigenfunction of a magnetic billiard at energy $v$ is defined by the differential equation

$$
\begin{equation*}
\left(\frac{1}{2}\left(-\mathrm{i} \boldsymbol{\nabla}_{r / b}-\tilde{\mathbf{A}}(\mathbf{r})\right)^{2}-2 v\right) \psi(\mathbf{r})=0 \tag{4.1}
\end{equation*}
$$

and a specification of the wave function on the billiard boundary $\Gamma$. The free Green function satisfies the inhomogeneous Schrödinger equation (see (2.50))

$$
\begin{equation*}
\left(\frac{1}{2}\left(-\mathrm{i} \nabla_{r / b}-\tilde{\mathbf{A}}(\mathbf{r})\right)^{2}-2 v\right) \mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=-\frac{1}{2} \delta\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{b}\right) . \tag{4.2}
\end{equation*}
$$

Our goal is to cast the quantization problem into an integral equation defined on the billiard boundary. To that end, we take the complex conjugate of (4.1) and multiply it (from the left) with $\mathrm{G}_{v}$. Similarly, Eq. (4.2) is multiplied with $\psi^{*}$ and subtracted from the former expression. One obtains an equation

$$
\begin{equation*}
\psi^{*} \nabla_{r / b}^{2} \mathrm{G}_{v}-\mathrm{G}_{v} \nabla_{r / b}^{2} \psi^{*}-2 \mathrm{i} \nabla_{r / b}\left(\tilde{\mathbf{A}} \psi^{*} \mathrm{G}_{v}\right)=\psi^{*} \delta\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{b}\right) \tag{4.3}
\end{equation*}
$$

which has a form suitable for the Green and Gauss integral theorems. It holds everywhere in the plane, except for the boundary $\Gamma$, where the boundary condition (3.6) introduces a discontinuity in the derivative of $\psi$.

We start by considering the interior problem and sketch the treatment of the exterior case afterwards. Choosing the initial point of the Green function away from the boundary, $\mathbf{r}_{0} \in \mathbb{R}^{2} \backslash \Gamma$, the integral of (4.3) over the (interior) domain $\mathscr{D}$ may be transformed to a line integral,

$$
\begin{align*}
\int_{\Gamma} & {\left[\psi^{*}\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right)-\mathrm{G}_{v}\left(\partial_{n / b} \psi^{*}+\mathrm{i} \tilde{A}_{n} \psi^{*}\right)\right] \frac{\mathrm{d} \Gamma}{b} } \\
& = \begin{cases}\psi^{*}\left(\mathbf{r}_{0}\right) & \text { if } \mathbf{r}_{0} \in \stackrel{\circ}{\mathscr{D}} \\
0 & \text { if } \mathbf{r}_{0} \in \mathbb{R}^{2} \backslash \mathscr{D} .\end{cases} \tag{4.4}
\end{align*}
$$

It is defined on the boundary $\Gamma$ (with the normal components of the vector potential and the gradient denoted as $\tilde{A}_{n}=\hat{\mathbf{n}}(\mathbf{r}) \tilde{\mathbf{A}}$ and $\partial_{n / b}:=b \hat{\mathbf{n}}(\mathbf{r}) \nabla_{r}$, respectively). Note that the vector potential part of the integrand was split which is necessary for a gauge invariant formulation of the integral equations.
4.2.1.1. The single layer equations. We choose $\mathbf{r}_{0} \in \Gamma$ and define $\mathbf{r}_{0}^{ \pm}:=\mathbf{r}_{0} \pm \varepsilon \hat{\mathbf{n}}_{0}$, for small $\varepsilon>0$. By adding the two equations in (4.4), one obtains

$$
\begin{equation*}
\left.\int_{\Gamma}\left[\psi^{*}\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right)-\mathrm{G}_{v}^{\varepsilon}\left(\partial_{n / b} \psi^{*}+\mathrm{i} \tilde{A}_{n} \psi^{*}\right)\right)\right] \frac{\mathrm{d} \Gamma}{b}=\frac{1}{2} \psi^{*}\left(\mathbf{r}_{0}^{-}\right) \tag{4.5}
\end{equation*}
$$

Here, we used the abbreviation $\mathrm{G}_{v}^{\varepsilon}=\frac{1}{2} \mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}^{+}\right)+\frac{1}{2} \mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}^{-}\right)$. Eq. (4.5) holds for all (sufficiently small) $\varepsilon>0$, hence the limit $\varepsilon \rightarrow 0$ exists. Moreover, observing the asymptotic properties of the Green function (cf. Section 2.5.3), it can be shown, that the integration and the limit $\mathrm{G}_{v}^{\varepsilon} \rightarrow \mathrm{G}_{v}, \partial_{n / b} \mathrm{G}_{v}^{\varepsilon} \rightarrow$
$\partial_{n / b} \mathrm{G}_{v}$ may be interchanged. Inserting the boundary condition (3.6) we obtain, after renaming the limiting function $u=\partial_{n / b} \psi^{*}+\mathrm{i} \tilde{A}_{n} \psi^{*}, u_{0}:=u\left(\mathbf{r}_{0}\right)$,

$$
\begin{equation*}
\int_{\Gamma}\left[\mathrm{G}_{v}-\frac{\lambda}{b}\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right)\right] u \frac{\mathrm{~d} \Gamma}{b}=\frac{\lambda}{b}\left(-\frac{1}{2} u_{0}\right) \tag{4.6}
\end{equation*}
$$

an integral equation defined on the boundary $\Gamma$ [40].
In order to derive the corresponding equation for the exterior problem, consider a large disk $\mathscr{K}_{p} \supset \mathscr{D}$ of radius $p$, and integrate (4.3) over $\mathscr{K}_{p} \backslash \mathscr{\mathscr { D }}$. Once $\mathbf{r}_{0}$ lies in the vicinity of $\Gamma$, the contribution of $\partial \mathscr{K}_{p}$ to the boundary integral vanishes as $p \rightarrow \infty$, due to the exponential decay of the regular Green function $G_{v}$. Similar to Eq. (4.5) one obtains an equation which permits the limit $\varepsilon \rightarrow 0$ to be taken before performing the integration. The resulting boundary integral equation differs from (4.6) only by a sign. In the following, we shall treat both cases simultaneously, with the convention that the upper sign stands for the interior problem, and the lower sign for the exterior one,

$$
\begin{equation*}
\int_{\Gamma}\left[\mathrm{G}_{v} \mp \frac{\lambda}{b}\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right)\right] u \frac{\mathrm{~d} \Gamma}{b}=\frac{\lambda}{b}\left(-\frac{1}{2} u_{0}\right) . \tag{4.7}
\end{equation*}
$$

In analogy to the Helmholtz problem [103], we will refer to these equations as the single layer equations for the interior and the exterior domain.
4.2.1.2. The double layer equations. A second kind of boundary integral equations can be derived by applying the differential operator $\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right):=\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right)\left(\nabla_{r_{0} / b}+\mathrm{i} \tilde{\mathbf{A}}\left(\mathbf{r}_{0}\right)\right)$ to (4.5),

$$
\begin{align*}
& \int_{\Gamma} \psi^{*}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right) \frac{\mathrm{d} \Gamma}{b} \\
& \quad-\int_{\Gamma}\left(\partial_{n_{0} / b} \mathrm{G}_{v}^{\varepsilon}+\mathrm{i} \tilde{A}_{n_{0}} \mathrm{G}_{v}^{\varepsilon}\right)\left(\partial_{n / b} \psi^{*}+\mathrm{i} \tilde{A}_{n} \psi^{*}\right) \frac{\mathrm{d} \Gamma}{b}= \pm \frac{1}{2}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right) \psi^{*}\left(\mathbf{r}_{0}^{\mp}\right) \tag{4.8}
\end{align*}
$$

This equation is true for all $\varepsilon>0$, which means that the limit $\varepsilon \rightarrow 0$ exists. As for the second integral, we may again permute the limit and the integration which yields a proper integral. Consequently, the limit of the first integral is finite, too. However, in the first integral we are not allowed to exchange the integration with taking the limit because the limiting integrand (4.26) has a $1 /\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}$-singularity which is not integrable (see below).

Integral operators of this kind are named hypersingular [112]. Similar to a Cauchy principal value integral, they are defined by taking a special limit. However, compared to the principal value the singularity is stronger by one order in the present case. Below, in Section 4.3, we define which limit is to be taken. It is denoted by $f$ and should be read "finite part of the integral". With this concept and Eq. (3.6), we obtain the double layer equations,

$$
\begin{align*}
& \int_{\Gamma}\left(\partial_{n_{0} / b} \mathrm{G}_{v}+\mathrm{i} \tilde{A}_{n_{0}} \mathrm{G}_{v}\right) u \frac{\mathrm{~d} \Gamma}{b} \\
& \quad \mp \frac{\lambda}{b} f_{\Gamma}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right) u \frac{\mathrm{~d} \Gamma}{b}=\mp \frac{1}{2} u_{0} \tag{4.9}
\end{align*}
$$

which are again integral equations defined on the boundary $\Gamma$.
4.2.1.3. The spectral determinants. It is useful to introduce a set of integral operators (whose labels D and N indicate correspondence to pure Dirichlet or Neumann conditions):

$$
\begin{align*}
& \mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}}[u]=\int_{\Gamma} \mathrm{d} \Gamma \mathrm{G}_{v} u  \tag{4.10}\\
& \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}}[u]=\int_{\Gamma} \frac{\mathrm{d} \Gamma}{b}\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right) u,  \tag{4.11}\\
& \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}}[u]=\int_{\Gamma} \frac{\mathrm{d} \Gamma}{b}\left(\partial_{n_{0} / b} \mathrm{G}_{v}+\mathrm{i} \tilde{A}_{n_{0}} \mathrm{G}_{v}\right) u,  \tag{4.12}\\
& \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}}[u]=f_{\Gamma} \frac{\mathrm{d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right) u . \tag{4.13}
\end{align*}
$$

They act in the space of square-integrable periodic functions, $u \in \mathscr{L}_{2}(\Gamma)$, with the period given by the circumference $\mathscr{L}$.

Non-trivial solutions of the single layer equations (4.7) and double layer equations (4.9) exist for energies where the corresponding Fredholm determinants vanish,

$$
\begin{align*}
& \operatorname{det}\left[Q_{\mathrm{sl}}^{\mathrm{D}} \mp \lambda \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}}+\frac{\lambda}{2} \mathrm{id}\right]=0 \quad(\text { single })  \tag{4.14}\\
& \left.\operatorname{det}\left[Q_{\mathrm{dl}}^{\mathrm{D}} \mp \lambda \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}} \pm \frac{1}{2} \mathrm{id}\right]=0 \quad \text { (double layer }\right) . \tag{4.15}
\end{align*}
$$

Hence, these are secular equations although the explicit dependence on the spectral variable is not shown in our abbreviated notation. However, each of the determinants (4.14) and (4.15) may have roots, which do not correspond to solutions of the original eigenvalue problem given by (4.1) and (3.6). For finite $\varepsilon$, Eqs. (4.5) and (4.8) are still equivalent to the latter. They acquire additional spurious solutions only as they are transformed to boundary integral equations by the limit $\varepsilon \rightarrow 0$.

### 4.2.2. Spurious solutions and the combined operator

The physical origin of the redundant zeros is apparent in our gauge invariant formulation: they are proper solutions for the domain complementary to the one considered. This is obvious for the single layer equation with Dirichlet boundary conditions $(\lambda=0)$, where the spectral determinant does not depend on the orientation of the normals. The same is true for the double layer equation with Neumann boundary conditions ( $\lambda^{-1}=0$ ).

In general, the character of the spurious solutions may be summarized as follows: independently of the boundary conditions, the single layer equation includes the Dirichlet solutions of that domain which is complementary to the one considered. Likewise, the double layer equation is polluted by the Neumann solutions of the complementary domain, irrespective of the boundary conditions employed. This statement is easily proved by observing that the single-layer-Neumann operator and the double-layer-Dirichlet operator are adjoint to each other, $\mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}}=\left(\mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}}\right)^{\dagger}$, while the operators $\mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}}$ and $Q_{\mathrm{dl}}^{\mathrm{N}}$ are self-adjoint (see below). Now assume that $u$ is a complementary Dirichlet solution. In

Dirac notation,

$$
\begin{gather*}
\mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}}|u\rangle=0 \wedge \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}}|u\rangle \mp \frac{1}{2}|u\rangle=0 \\
\Rightarrow\langle u| \mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}}=0 \wedge\langle u| \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}} \mp \frac{1}{2}\langle u|=0 . \tag{4.16}
\end{gather*}
$$

Applying the dual of $u$ to the single layer operator yields

$$
\begin{equation*}
\langle u| \mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}} \mp \lambda\left\{\langle u| \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}} \mp \frac{1}{2}\langle u|\right\}=0, \tag{4.17}
\end{equation*}
$$

which implies that the Fredholm determinant of the single layer operator vanishes. Similarly, if $u$ is a complementary Neumann solution,

$$
\begin{gather*}
\pm \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}}|u\rangle+\frac{1}{2}|u\rangle=0 \wedge \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}}|u\rangle=0 \\
\Rightarrow \pm\langle u| \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}}+\frac{1}{2}\langle u|=0 \wedge\langle u| \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}}=0 \tag{4.18}
\end{gather*}
$$

then its dual satisfies the double layer equation, again for any $\lambda$,

$$
\begin{equation*}
\pm\left\{ \pm\langle u| \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}}+\frac{1}{2}\langle u|\right\} \mp \lambda\langle u| \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}}=0 \tag{4.19}
\end{equation*}
$$

Since the spurious solutions are never of the same type, it is possible to dispose of them by requiring that both, the single and the double layer equations, should be satisfied by the same solution $u$. Therefore, one obtains a necessary and sufficient condition for the definition of the spectrum by considering a combined operator

$$
\begin{equation*}
\mathrm{Q}_{\mathrm{c}}^{ \pm}:=\left(\mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}} \mp \lambda \mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}} \pm \frac{1}{2} \mathrm{id}\right)+\mathrm{i} \alpha_{\mathrm{c}}\left(\mathrm{Q}_{\mathrm{sl}}^{\mathrm{D}} \mp \lambda \mathrm{Q}_{\mathrm{sl}}^{\mathrm{N}}+\frac{\lambda}{2} \mathrm{id}\right) \tag{4.20}
\end{equation*}
$$

with an arbitrary constant $\alpha_{c}$. It has a zero eigenvalue only if both, single and double layer operators do. In practice, the spectrum is obtained by finding the roots of the spectral function

$$
\begin{equation*}
\xi(v)=\operatorname{det}\left[Q_{c}^{ \pm}\right] \tag{4.21}
\end{equation*}
$$

It is worthwhile noting that (for the interior problem) spurious solutions will not appear if one uses the irregular Green function. The reason is that the gauge-independent part of this function is complex, which destroys the mutual adjointness of the operators. This is why the irregular Green function had to be chosen for the null-field method [38]. For the boundary integral method, the option to use this exponentially divergent solution of (4.2) is excluded, since the corresponding operator would get arbitrarily ill-conditioned once the diameter of the domain $\mathscr{D}$ exceeds the cyclotron diameter. The exterior problem cannot even formally be solved using $\mathrm{G}_{v}^{\text {(irr) }}$ (due to an essential singularity at the origin).

A last remark is concerned with the important case of Dirichlet boundary conditions. Here, one could as well derive a pair of boundary integral equations that are not gauge-invariant. (Just set $\psi^{*}=0$ in (4.4) and consider $u=\partial_{n / b} \psi^{*}$.) Of course, these equations would yield all the proper gauge-invariant eigen-energies of the problem. However, the energies of the additional spurious solutions would depend on the chosen gauge, and a characterization of the latter in terms of solutions of a complementary problem would not be possible.

The fact that the spurious solutions can be removed by considering a combined integral operator is of great practical importance for numerical calculations [40,113]. An individual spurious solution of the single or the double layer operator may be identified as well after evaluating the corresponding wave functions by observing in which domain it vanishes.

### 4.2.3. Wave functions

The eigenfunctions at points off the boundary, $\psi\left(\mathbf{r}_{0} \notin \Gamma\right)$, are determined by the null vectors $u$ corresponding to the roots of the spectral determinant. From Eq. (4.4) we obtain immediately an integral representation of the (un-normalized) wave function,

$$
\begin{equation*}
\psi\left(\mathbf{r}_{0}\right)= \pm\left[\int_{\Gamma} \frac{\mathrm{d} \Gamma}{b}\left[ \pm \frac{\lambda}{b}\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right)-\mathrm{G}_{v}\right] u\right]^{*} \tag{4.22}
\end{equation*}
$$

for $\mathbf{r}_{0} \notin \Gamma$. According to Eq. (4.4) the integral vanishes identically either in the interior or in the exterior. This is indeed confirmed by our numerical calculations which are reported in the next section.

In order to calculate the current density (2.32) one needs the gauge invariant gradient of the wave function. An integral formula is obtained from Eq. (4.4), after applying the differential operator $\nabla_{r_{0} / b}+\mathrm{i} \tilde{\mathbf{A}}_{0}$,

$$
\begin{align*}
& \boldsymbol{\nabla}_{r_{0} / b} \psi\left(\mathbf{r}_{0}\right)-\mathrm{i} \tilde{\mathbf{A}}\left(\mathbf{r}_{0}\right) \psi\left(\mathbf{r}_{0}\right) \\
& \quad= \pm\left[\int_{\Gamma} \frac{\mathrm{d} \Gamma}{b}\left[ \pm \frac{\lambda}{b}\left(\nabla_{r_{0} / b}+\mathrm{i} \tilde{\mathbf{A}}_{0}\right)\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{\mathrm{~A}}_{n} \mathrm{G}_{v}\right)-\left(\nabla_{r_{0} / b} \mathrm{G}_{v}+\mathrm{i} \tilde{\mathbf{A}}_{0} \mathrm{G}_{v}\right)\right] u\right]^{*} . \tag{4.23}
\end{align*}
$$

The densities of other observables can be obtained by similar boundary integrals.

### 4.3. The boundary operators

In the following, we give explicit expressions for the boundary integrals. This allows to define the "finite part integral" appearing in the double layer equation (4.9).

The integral operators (4.10)-(4.13),

$$
\begin{equation*}
(\mathrm{Q}[u])\left(\mathbf{r}_{0}\right)=\int_{\Gamma} \mathrm{d} \Gamma \mathrm{q}\left(\mathbf{r} ; \mathbf{r}_{0}\right) u(\mathbf{r}) \tag{4.24}
\end{equation*}
$$

are defined by their integral kernels $\mathrm{q}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$. The form of the Green function (2.61) leads to the expressions

$$
\begin{align*}
& \mathrm{q}_{\mathrm{sl}}^{\mathrm{D}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\mathrm{E}\left(\mathbf{r} ; \mathbf{r}_{0}\right) \mathrm{G}_{v}^{0}(z),  \tag{4.25}\\
& \mathrm{q}_{\mathrm{sl}}^{\mathrm{N}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\mathrm{E}\left(\mathbf{r} ; \mathbf{r}_{0}\right)\left\{-\mathrm{i} \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \times \hat{\mathbf{n}}}{b^{2}} \mathrm{G}_{v}^{0}(z)+2 \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \hat{\mathbf{n}}}{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}} z \frac{\mathrm{~d}}{\mathrm{~d} z} \mathrm{G}_{v}^{0}(z)\right\},  \tag{4.26}\\
& \mathrm{q}_{\mathrm{dl}}^{\mathrm{D}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\mathrm{E}\left(\mathbf{r} ; \mathbf{r}_{0}\right)\left\{-\mathrm{i} \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \times \mathbf{n}_{0}}{b^{2}} \mathrm{G}_{v}^{0}(z)-2 \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \hat{\mathbf{n}}_{0}}{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}} z \frac{\mathrm{~d}}{\mathrm{~d} z} \mathrm{G}_{v}^{0}(z)\right\}, \tag{4.27}
\end{align*}
$$

$$
\begin{align*}
\mathrm{q}_{\mathrm{dl}}^{\mathrm{N}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)= & \mathrm{E}\left(\mathbf{r} ; \mathbf{r}_{0}\right)\left\{\left(-\frac{\left(\left(\mathbf{r}-\mathbf{r}_{0}\right) \times \hat{\mathbf{n}}_{0}\right)\left(\left(\mathbf{r}-\mathbf{r}_{0}\right) \times \hat{\mathbf{n}}\right)}{b^{4}}-\mathrm{i} \frac{\hat{\mathbf{n}} \times \hat{\mathbf{n}}_{0}}{b^{2}}\right) \mathrm{G}_{v}^{0}(z)\right. \\
& +\left(-2 \mathrm{i} \frac{\hat{\mathbf{n}} \times \hat{\mathbf{n}}_{0}}{b^{2}}-2 \frac{\hat{\mathbf{n}} \hat{\mathbf{n}}_{0}}{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}}\right) z \frac{\mathrm{~d}}{\mathrm{~d} z} \mathrm{G}_{v}^{0}(z) \\
& \left.-4 \frac{\left(\left(\mathbf{r}-\mathbf{r}_{0}\right) \hat{\mathbf{n}}\right)\left(\left(\mathbf{r}-\mathbf{r}_{0}\right) \hat{\mathbf{n}}_{0}\right)}{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{4}} z^{2} \frac{\mathrm{~d}^{2}}{\mathrm{~d} z^{2}} \mathrm{G}_{v}^{0}(z)\right\} \tag{4.28}
\end{align*}
$$

with $\hat{\mathbf{n}}=\hat{\mathbf{n}}(\mathbf{r}), \hat{\mathbf{n}}_{0}=\hat{\mathbf{n}}\left(\mathbf{r}_{0}\right), z:=\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2} / b^{2}$, and the abbreviation

$$
\begin{equation*}
\mathrm{E}\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\exp \left[-\mathrm{i}\left(\frac{\mathbf{r} \times \mathbf{r}_{0}}{b^{2}}-\tilde{\chi}(\mathbf{r})+\tilde{\chi}\left(\mathbf{r}_{0}\right)\right)\right] \tag{4.29}
\end{equation*}
$$

for the gauge-dependent part. Note that the gauge freedom $\chi$ has cancelled in the prefactors and appears in the phase only. It can be absorbed by the substitution $u(\mathbf{r}) \rightarrow \exp (+\mathrm{i} \chi(\mathbf{r})) u(\mathbf{r})$, proving the manifest gauge invariance of the boundary integral equations (4.7) and (4.9). Note also that expressions (4.26) and (4.27) are related by a permutation of $\mathbf{r}$ and $\mathbf{r}_{0}$ with subsequent complex conjugation (since $\mathrm{G}_{v}^{0}$ is real), hence the operators are the adjoints of each other. The self-adjoint nature of (4.25) and (4.28) follows likewise.

The derivatives appearing in (4.26)-(4.28) may be stated in terms of the gauge-independent part of the Green function, $\mathrm{G}_{v}^{0}$, itself, at different energies $v$. They are given in Section 2.5.3 together with their asymptotic properties. $\mathrm{G}_{v}^{0}$ displays a logarithmic singularity as $\mathbf{r} \rightarrow \mathbf{r}_{0}$, while the differential expressions are bounded. In that limit, most of the quotients vanish for a smooth boundary, others tend to the curvature (3.3) at the boundary point $\mathbf{r}_{0}$. As a consequence, all the terms in (4.25)(4.28) are integrable-but for the one containing the $\left(\hat{\mathbf{n}} \hat{\mathbf{n}}_{0}\right) /\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}$-singularity. The latter gives rise to the need for a finite part integral.

### 4.3.1. The hypersingular integral operator

For finite $\lambda$ the double-layer equation contains a hypersingular integral defined as

$$
\begin{align*}
\mathrm{Q}_{\mathrm{dl}}^{\mathrm{N}}[u] & =f_{\Gamma} \frac{\mathrm{d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right) u \\
& :=\lim _{\varepsilon \rightarrow 0} \int_{\Gamma} \frac{\mathrm{d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right) u . \tag{4.30}
\end{align*}
$$

We want to replace the integrand by its limiting form. To this end the boundary is split into the part $\gamma_{c \varepsilon}$, which lies within a (cغ)-vicinity around $\mathbf{r}_{0}$ (with arbitrary constant $c$ ), and the remaining part $\Gamma_{c \varepsilon}$,

$$
\begin{align*}
= & \lim _{\varepsilon \rightarrow 0}\left[\int_{\Gamma_{c \varepsilon}} \frac{\mathrm{~d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right) u\right. \\
& +\int_{\gamma_{c \varepsilon}} \frac{\mathrm{~d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right)\left(u-u_{0}\right) \\
& \left.+u_{0} \int_{\gamma_{c \varepsilon}} \frac{\mathrm{~d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right)\right] \tag{4.31}
\end{align*}
$$

with $u_{0}:=u\left(\mathbf{r}_{0}\right)$. For sufficiently small $\varepsilon$ the boundary piece $\gamma_{c \varepsilon}$ may be replaced by its tangent ${ }^{9}$ and the Green function by its asymptotic expression, cf. Section 2.5.3. This way the third integral in (4.31) may be evaluated to its contributing order,

$$
\begin{align*}
& \int_{\gamma_{c \varepsilon}} \frac{\mathrm{~d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{\varepsilon}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{\varepsilon}\right) \\
&=\frac{1}{4 \pi} \int_{-c \varepsilon}^{c \varepsilon} \cos \left(\frac{\mathbf{r}_{0} \hat{\mathbf{n}}_{0}}{b^{2}} s\right) \cos \left[\varepsilon\left(\frac{\hat{\mathbf{n}}_{0} \times \mathbf{r}_{0}}{b^{2}}-s\right)\right]\left(\frac{-2}{s^{2}+\varepsilon^{2}}+4 \frac{\varepsilon^{2}}{\left(s^{2}+\varepsilon^{2}\right)^{2}}\right) \mathrm{d} s+\mathrm{O}\left(\varepsilon^{2} \log \varepsilon\right) \\
& \quad=\frac{1}{2 \pi} \int_{-c \varepsilon}^{c \varepsilon} \mathrm{~d} s \frac{\varepsilon^{2}-s^{2}}{\left(s^{2}+\varepsilon^{2}\right)^{2}}+\mathrm{O}\left(\varepsilon^{2} \log \varepsilon\right)=\frac{1}{\pi} \frac{1}{c \varepsilon} \frac{c^{2}}{c^{2}+1}+\mathrm{O}\left(\varepsilon^{2} \log \varepsilon\right) \\
& \quad \approx \frac{1}{\pi} \frac{1}{c \varepsilon}+\mathrm{O}\left(\varepsilon^{2} \log \varepsilon\right) . \tag{4.32}
\end{align*}
$$

Here, the explicit form of the integrand was obtained from (4.28) by the replacement $\mathbf{r}_{0} \rightarrow \mathbf{r}_{0}^{ \pm}$. The last approximation in (4.32) holds because $c$ may be chosen arbitrarily large. In a similar fashion it can be shown that the second integral in (4.31) is of order $\mathrm{O}(\varepsilon)$. In the first integral we may replace (again for large $c$ ) the integrand by its limit, because $\varepsilon$ is small compared to $\min \left(\left|\mathbf{r}-\mathbf{r}_{0}\right|\right.$ ) $=c \varepsilon$. Therefore, the limit in (4.30) may be expressed as

$$
\begin{align*}
& f_{\Gamma} \frac{\mathrm{d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b}-\mathrm{i} \tilde{A}_{n}\right) \mathrm{G}_{v} u \\
& \quad=\lim _{\varepsilon \rightarrow 0}\left[\int_{\Gamma_{\varepsilon}} \frac{\mathrm{d} \Gamma}{b^{2}}\left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}\right) u+u_{0} \frac{1}{\pi \varepsilon}\right] \tag{4.33}
\end{align*}
$$

where we replaced $c \varepsilon$ by $\varepsilon$. This equation defines the finite part integral. It completes the derivation of the boundary integral equations.

### 4.4. Solving the integral equations

As discussed above, the integral equations (4.7) and (4.9) determine the spectra and wave functions of arbitrary interior and exterior magnetic billiards. In the stated form the equations are not yet suitable for numerical evaluation, though, since the integral kernels display (integrable) singularities.

Fortunately, it is possible to treat the singular behavior analytically which renders a highly accurate and efficient numerical scheme. In brief, the boundary integral equations are regularized using the known asymptotic behavior of the Green function and its derivatives, cf. Section 2.5.3. Representing the periodic boundary functions in a Fourier basis then leads to an exponential localization of the integral kernels. This permits a well controlled truncation of the corresponding matrix. The

[^9]roots of the (Fredholm) determinant are accurately obtained by singular value decomposition. We refer the reader to our recent publication [40] for the technical details and a convergence analysis. ${ }^{10}$

## 5. Results of the boundary integral method

The numerical implementation of the boundary integral method provides thousands of eigenfunctions at high accuracy with moderate computational effort. This includes the bulk states as long as the small energy difference to the Landau level can be represented numerically. In the following we demonstrate the performance of the boundary integral method by exhibiting numerical results on magnetic billiards which have been inaccessible by other methods [40].

### 5.1. Spectral statistics

We start by applying some of the standard tools of spectral statistics to large data sets of interior spectral points. The spectra are expected to reproduce the features of random matrix theory (RMT) if the underlying classical motion displays hard chaos [114]. In this section we define the spectra in the semiclassical direction $b \rightarrow 0$, keeping the cyclotron radius $\rho$ constant. This way we can ensure that the classical dynamics is completely chaotic throughout the spectral intervals considered.

We consider the two domains described in Fig. 5.1. One is an asymmetric version of the Bunimovich stadium billiard ( $r_{1}=0.75, r_{2}=0.25, \mathscr{A}=2.10957, \mathscr{L}=5.39724$ ). In the magnetic field its dynamics is free of unitary symmetries but exhibits an anti-unitary one (time reversal and reflection at $y=0$ ). The skittle shape, in contrast, (made up of the arcs of four symmetrically touching circles, $\left.r_{1}=1.0, r_{2}=0.5, \mathscr{A}=4.33969, \mathscr{L}=9.42478\right)$ does not display any symmetry. It generates hyperbolic classical motion even for fairly strong magnetic fields [14]. (The asymmetric stadium is not strictly hyperbolic, but any possibly regular part in phase space is much smaller than the uncertainty product $\left(b^{2} \pi\right)^{2}$ throughout the considered spectral interval.)

We calculated 12300 and 7300 consecutive interior Dirichlet eigenvalues at $\rho=1.2$ for the asymmetric stadium and the skittle-shaped domain, respectively. Using the boundary integral method it is possible to converge states even with much greater quantum numbers [40]. The time consuming task is really to find all energies, including the near-degenerate ones, in a given interval.

The integrity of the obtained spectrum may be checked by calculating the fluctuating part $\mathrm{N}_{\mathrm{osc}}^{(\rho)}(v)=$ $\mathrm{N}^{(\rho)}(v)-\mathrm{N}^{(\rho)}(v)$ of the spectral counting function. This quantity must average to zero indicating whether spectral points were missed. It is defined in terms of the mean staircase (given in Eq. (A.53) for fixed $\rho$ ). Fig. 5.2 displays $\mathrm{N}_{\mathrm{osc}}^{(\rho)}$ for the asymmetric stadium. The strongly fluctuating function indeed vanishes on average which indicates the completeness of the spectrum. This can be seen from the heavy line which gives a running average over 500 neighboring points. The oscillations of the running average can be related semiclassically to the existence of bouncing ball modes, which are discussed below. A very similar result like Fig. 5.2 is obtained for the skittle-shaped domain (not shown).

[^10]

Fig. 5.1. Definition of domain boundaries considered in Section 5. The magnetic dynamics in the asymmetric stadium (left) exhibits an anti-unitary symmetry, but no unitary one. In contrast, the skittle-shaped domain (right) is free of any symmetry. It generates hyperbolic classical motion for $\rho>2$.


Fig. 5.2. Fluctuating part of the spectral staircase in the asymmetric stadium at $\rho=1.2$. The displayed range contains the first 12000 points of the interior spectrum, with the heavy line a running average over 500 neighboring points. A missing spectral point would show up as a distinct step by one.

The large spectral intervals at hand permit the direct calculation of some of the popular statistical functions used to characterize spectra. Due to the underlying classical chaos and the symmetry properties mentioned above one expects the statistics of the Gaussian orthogonal ensemble (GOE) for the asymmetric stadium, and of the Gaussian unitary ensemble (GUE) for the skittle. Fig. 5.3


Fig. 5.3. Nearest neighbor spacing distributions of (a) the asymmetric stadium and (b) the skittle-shaped domain (right), at $\rho=1.2$. The histograms should be compared to GOE and GUE predictions of random matrix theory, respectively (dashed lines). The corresponding cumulative probabilities are given by the monotonic lines. Here, the differences between data and RMT are of the order of the error of Wigner's surmise.


Fig. 5.4. Spectral form factor of (a) the asymmetric stadium and (b) the skittle shaped domain based on 12300 and 7300 spectral points, respectively. The heavy lines belong to the same data after stronger spectral averaging. One observes good agreement with the random matrix prediction of the Gaussian orthogonal and the Gaussian unitary ensemble, respectively, indicated by the dashed lines.
shows the distributions of nearest neighbor spacings $P(s)$ of the unfolded ${ }^{11}$ spectra. Indeed, one finds excellent agreement with random matrix theory. The differences between the numerical and the RMT cumulative functions $I(s)=\int_{0}^{s} P\left(s^{\prime}\right) \mathrm{d} s^{\prime}$ stay below $2 \%$ (i.e., below the error of Wigner's surmise [114]).

In order to characterize the spectrum more sensitively one often considers the form factor $K(\tau)$, i.e., the (spectrally averaged) Fourier transform of the two-point autocorrelation function of the spectral density $[115,116]$. Fig. 5.4 gives the spectral form factors of the asymmetric stadium and the skittle spectra. The thin and heavy lines correspond to different degrees of averaging, using a spectral window of width 3 and 30 , respectively. The RMT predictions are shown as dashed lines, and one observes again very good agreement. Since most of the other popular spectral

[^11]functions, such as Dyson's $\Delta_{3}$ statistic, are transformations of the form factor we do not present them here.

We emphasize that the good agreement with RMT is not only a consequence of the large spectral intervals the statistics are based on. It is as important to have the spectra defined at fixed classical dynamics. Had we calculated the spectra at fixed field, they would have been based on a classical phase space that transforms from a near-integrable, time-invariance-broken structure to a hyperbolic time-invariant one as $\rho$ increases with energy. This transformation of spectral statistics from GOE to GUE as the field is increased was studied in [72-74].

### 5.2. Wave functions in the interior and in the exterior

### 5.2.1. The skittle

To get an overview of the various types of eigenstates one may encounter in magnetic billiards we proceed to present a selection of stationary wave functions. We focus on the semiclassical regime of large scaled energies at cyclotron radii small enough to observe strong effects of the magnetic field. We start with the skittle-shaped domain choosing again $\rho=1.2$, such that the corresponding classical skipping motion is chaotic in the interior as well as in the exterior.

Fig. 5.5(a) shows the density plot of a typical interior wave function around the one-thousandth eigenstate. As expected for a classically chaotic system it spreads throughout the whole domain and has the features of a random wave. Occasionally, one also encounters so called bouncing-ball modes. These states are localized on a manifold of marginally stable periodic orbits (which have zero measure in phase space). In the skittle a prominent manifold consists of orbits with period 2 bouncing in the larger circular part of the billiard. The wave function of a corresponding bouncing-ball mode is given in Fig. 5.5(b).

We turn to the eigenstates of the exterior billiard. The wave function of a typical example may be found in Fig. 5.5(c). It belongs to an energy close to the one of Fig. 5.5(a) and is displayed on the same scale. Again, one observes the typical features of a chaotic wave function. When viewed on a larger scale, cf. Fig. 5.6(e), we find that this state seems bound to the billiard and vanishes rapidly after a distance smaller than a cyclotron diameter. In addition, circular structures are faintly visible in the probability distribution with a radius given by the classical cyclotron radius $\rho=1.2$. This state is clearly an edge state corresponding classically to a skipping motion around the billiard. This is also evident from Fig. $5.6(\mathrm{~g})$ which displays the distribution of the current density of the state.

Fig. $5.5(\mathrm{~d})$ shows a quite different exterior state. Its energy is still in the same range as that of Fig. 5.5(c) but now close to a Landau level. One observes that, unlike the edge state, the wave function shows no appreciable amplitude close to the boundary. Moreover, it displays a rather regular structure consisting of rings of maximal probability density which encircle the billiard. This is seen clearly on a larger scale, cf. Fig. 5.6(f). The band running around the billiard has a width of the cyclotron diameter, $2 \rho$, and in general consists of $N+1$ rings if the energy is close to $v=N+\frac{1}{2}$ (here $N=32$ ). This band moves outwards and gets more circular as one goes to bulk energies which are increasingly close to the Landau level (this way the bulk states in the sequence sweep over the whole plane). Clearly, we are dealing with a bulk state. Its wave function corresponds to a superposition of unperturbed cyclotron orbits which are placed around the billiard. This view


Fig. 5.5. Interior and exterior wave functions of the skittle shape around the one-thousandth interior eigenstate, at fixed cyclotron radius $\rho=1.2$. The plotted shade is proportional to $|\psi|$ and the thin line indicates the boundary $\Gamma$. (a) A typical interior wave function, $v \simeq 32.9880$. (b) A bouncing ball mode, $v \simeq 33.1203$. (c) A typical exterior edge state, $v \simeq 32.8474$. (d) A typical exterior bulk state, $v \simeq 32.50025$.
is supported again by the distribution of the current density, cf. Fig. 5.6(h). Near the boundary it displays an opposite orientation compared to at a distance of $2 \rho$. This renders the net current around the billiard exponentially small—unlike the edge state Fig. 5.6(h) which displays a large finite current.

In order to see this separation into edge and bulk states more clearly we turn to even more semiclassical energies and a symmetric shape of the boundary.

### 5.2.2. The ellipse

Next, we choose an elliptic boundary (of eccentricity 0.8 and area $\pi$ ) and even more semiclassical energies. The cyclotron radius is taken to be $\rho=0.6$ which is small enough for complete cyclotron orbits to fit into the interior domain of the billiard. The classical dynamics of the skipping motion is mixed chaotic in this case [54], see Fig. 3.1 for a phase space portrait. Going to the extreme semiclassical limit - the ten-thousandth interior eigenstate-we expect the wave functions to mimic the structures of the underlying classical phase space. Indeed, Fig. 5.7(a) displays a wave function which is localized along a stable interior periodic orbit. This orbit has period 36 traveling six times around the billiard, with six reflections each time, before it repeats itself. In contrast, the state in


Fig. 5.6. (continued) (e), (f) The same exterior edge and bulk states as in (c) and (d), respectively, on a larger scale. (g), (h) The current densities of the edge and bulk states (e) and (f), respectively. Here, the length of the arrows is proportional to the magnitude of the current density (measured at the tails of the arrows).

Fig. 5.7(c) is localized on a (mixed) chaotic part of phase space. We note that the gross circulation of the current density, Fig. 5.7(d), is opposite to that of the first state, Fig. 5.7(b). Since $\rho$ is small enough for closed cyclotron orbits to fit into the ellipse we find bulk states also in the interior, see Fig. 5.7(e) for an example. Again, it almost vanishes at the billiard boundary and may be viewed semiclassically as due to a superposition of closed cyclotron orbits. This view is supported by the distribution of the current density displayed in Fig. 5.7(f).

Similar states are also found in the exterior, as displayed in Fig. 5.8. To show more details we give only the righthand-top quarter of the figure (the others follow by symmetry). The first edge state, Fig. 5.8(a), corresponds to a classical motion with creeps along the boundary. It is the analogue of a whispering-gallery mode. Fig. 5.8(c) displays an exterior edge state which extends much further into the plane. Like Fig. 5.7(a) it is clearly localized on a stable skipping periodic orbit. The bulk state Fig. 5.8(e) is close to $v=60+\frac{1}{2}$. It consists of 61 concentric rings of increased amplitude and shows no appreciable net current around the billiard.

We emphasize that all the interior and exterior wave functions shown above are calculated throughout the entire displayed area. They turn out to be numerically zero in the complementary domains (i.e., either the exterior or the interior) as expected from theory.


Fig. 5.7. Probability densities (left) and current density distributions (right) in an elliptic domain at $\rho=0.6$, around the ten-thousandth interior eigenstate. ( $\mathrm{a}, \mathrm{b}$ ) An edge state localized along a stable periodic orbit, $v \simeq 60.0602$. ( $\mathrm{c}, \mathrm{d}$ ) A state which covers the whole domain $v \simeq 60.1664$. Note that the gross direction of the current changed compared to (b). (e,f) An interior bulk state, $v \simeq 60.50031$. The wave function is exponentially small close to the boundary and represents a superposition of cyclotron motion.

### 5.3. General boundary conditions

### 5.3.1. The Neumann ground state

So far, we only considered Dirichlet boundary conditions. They are the natural choice from a physical point of view if one considers the billiard boundary as due to an infinite wall potential. On the other hand, the Neumann boundary conditions, $\Lambda^{-1}=0$, are frequently employed in spectral theory [27]. They have the advantage that the ground state energy lies below the first Landau level,


Fig. 5.8. Exterior probability densities (left) and current density distributions (right) at $\rho=0.6$ and at similar energies as in Fig. 5.7. For each state only the first quarter of the picture is shown. (a,b) A typical edge state, $v \simeq 60.2087$. (c, d) An edge state localized along a stable periodic orbit, $v \simeq 60.2220$. (e,f) A typical bulk state, $v \simeq 60.50016$. [Possible Moire patterns in (e) are an effect of low resolution printing.]
which facilitates its mathematical analysis. Here, we are able to observe the manifestation of a recent theorem of spectral theory [117]. It states that the Neumann ground state of a magnetic billiard is exponentially localized around the boundary point of maximum curvature. In order to deal with a unique boundary point of maximum curvature we choose the union of a half-circle and a half-ellipse (with half-axes $\check{a}=2, \breve{b}=0.5$ ) as billiard boundary. Choosing a magnetic length of $b=0.05$ (which corresponds to a very strong field), we find the ground state energy $v=0.2763$. The Figs. 5.9 and 5.10 display the ground state wave function in the billiard and on the boundary, respectively. Indeed, one observes an exponential localization over six orders of magnitude.

### 5.3.2. Parametric dependence on the mixing parameter

As a last point, we show the parametric dependence of a spectrum on the type of boundary conditions. Fig. 5.11 presents the exterior spectrum of the asymmetric stadium as a function of the


Fig. 5.9. Contour plot of the ground state wave function (absolute value on a linear scale) for Neumann boundary conditions and strong field, $b=0.05, v \simeq 0.2763$. The wave function is localized at the boundary point of maximum curvature, as predicted by a recent theorem [117]. Here the billiard domain is given by the union of a half-circle and a half-ellipse (dashed line).


Fig. 5.10. Boundary values of the ground state wave function of Fig. 5.9. As predicted in [117] it is localized exponentially at the point $s=0$ of maximum curvature.
scaled mixing parameter $\Lambda \in(-\infty, 0]$, cf. (3.7). It is chosen negative to ensure that the transformation from Neumann $(\Lambda=-\infty)$ to Dirichlet $(\Lambda=0)$ boundary conditions is continuous. For positive $\Lambda$ this would not be the case, which is a restriction similar to the one for the field-free case [81]. (We use the arctan function in Fig. 5.11 to transform the infinite range of $\Lambda$ into a bounded interval.)

One observes that all the energy levels increase monotonically as $\Lambda$ is increased. The energies clustering around the Landau levels $v=N+\frac{1}{2}, N \in \mathbb{N}_{0}$ belong to bulk states. One observes that they are lifted from the Landau levels to higher energies at Dirichlet boundary conditions, whereas in the Neumann case they are always shifted to smaller energies. A semiclassical theory which describes the exponential approach of the bulk states to the Landau levels and their behavior as a function of $\Lambda$ is given in Appendix A.6.3 and Section 7.3.1. We shall come back to Fig. 5.11 not only there, but also in Section 7, when we define the edge state density.


Fig. 5.11. The parametric dependence of the exterior spectrum on the boundary condition (for the asymmetric stadium, i.e. $\mathscr{L}=5.39724$, at fixed $b=0.25$ ). The parameter $\Lambda$ interpolates between Neumann ( $\arctan \Lambda=-\pi / 2$ ) and Dirichlet (arctan $\Lambda=0$ ) boundary conditions. The right graph shows details around the fourth Landau level.

## 6. Semiclassical quantization

In Section 4 the boundary integral equations were found to yield an efficient method for obtaining the exact quantum spectrum of magnetic billiards. It will be shown in the sequel that the same equations are as important for the semiclassical quantization: they serve as the starting point for the derivation of the semiclassical trace formulas.

The celebrated trace formulas of Gutzwiller [32,118] and Berry and Tabor [119,120] allow the semiclassical quantization of systems in terms of their classical motion. They were derived assuming a continuous Hamiltonian flow. The corresponding formulas for field-free billiards are known to exhibit additional phase factors which account for the billiard boundary conditions. In order to show that the same holds for magnetic billiards we shall explain how the corresponding trace formulas are obtained from the exact boundary integral formalism. To our knowledge no such derivation has been published for magnetic billiards to date. The natural approach is to follow the lines of Balian and Bloch's treatment of field-free billiards [121,122], in analogy to the surface-of-section method [123] and the scattering approach [124] for non-magnetic systems. Those attempts failed so far for magnetic billiards due to the appearance of an abundance of unphysical "ghost" orbits which could
not be handled. To resolve this problem we take advantage of the analysis performed in Section 4. There it was found that the boundary integral equations include spurious solutions which belong to a particular complementary problem. We will show that the semiclassical spectral determinant can be factorized, accordingly, into an interior and exterior part. Each of them leads to a trace formula incorporating only the physical periodic orbits in the appropriate domain.

Like in the field-free case [121-127] the semiclassical quantization will be based on the double layer boundary integral equation. Apart from the spurious solutions, the main complication arising at finite magnetic field is the inherently asymmetric form of the respective integral kernel. Unlike the case of field-free billiards [65], the latter is not simply related to the semiclassically unitary map operator derived from the generating function.

In Section 6.1 we deduce the semiclassical approximants to the boundary integral operators of Section 4. After that, in Section 6.2, special map operators are introduced in order to transform the spectral function of the double-layer boundary integral equation. As a result, the number counting function is given in terms of the traces of powers of the map operators. The traces are evaluated semiclassically in Section 6.3 assuming hyperbolic skipping motion. We show why only classically allowed periodic orbits contribute and how their stability properties enter. The section concludes with the trace formula for the density of states and the magnetization density. In Section 6.4 the traces are evaluated assuming integrable dynamics. As a result we obtain the explicit periodic orbit formula for the spectral density of states in the magnetic disk billiard. Section 6.5 gives the corresponding WKB solution.

### 6.1. The semiclassical boundary integral operators

In Section 4.3 the boundary integral operators were defined in terms of the free Green function and derivatives thereof. To obtain the semiclassical approximations of the operators one simply replaces the Green function by its approximant. The latter is the leading order asymptotic expression in the semiclassically small parameter $v^{-1}$, which was derived in Section 2.5.1. To remain at a consistent level of approximation, the derivatives appearing in the single-layer Neumann and the double-layer operators (4.11)-(4.13) are to be evaluated to the same leading order. This means in practice, that only the phase of the Green function (2.58) must be differentiated. Accordingly, in the remainder of this report all equalities involving semiclassical quantities are understood to be semiclassical in the sense that they hold to leading order in $v^{-1}$.

In order to obtain expressions which have a semiclassically intuitive and useful form it will be important to use the representation (2.58) which contains the actions of the short and long arcs separately. We found the geometric parts of the corresponding scaled actions (2.56) to be given by

$$
\begin{equation*}
\mathrm{a}_{\mathrm{S}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{\pi}\left(\arcsin \left(\frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{2 \rho}\right)+\frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{2 \rho} \sqrt{1-\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{2 \rho}\right)^{2}}-\frac{\mathbf{r} \times \mathbf{r}_{0}}{2 \rho^{2}}\right) \tag{6.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{a}_{\mathrm{L}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=1-\mathrm{a}_{\mathrm{S}}\left(\mathbf{r}_{0} ; \mathbf{r}\right) \tag{6.2}
\end{equation*}
$$



Fig. 6.1. The angles $\alpha, \beta^{0}$, and $\beta$ are defined with respect the vector $\mathbf{r}-\mathbf{r}_{0}$ connecting the initial and the final point. They measure its length and the relative direction of the boundary normals, respectively. These quantities do not depend on the type of the arc (left: long, right: short), unlike the relative direction of the initial and the final velocities $\hat{\mathbf{v}}^{0}$ and $\hat{\mathbf{v}}$. The latter may be expressed in terms of $\alpha, \beta^{0}$, and $\beta$, cf. (6.7). (The dotted line indicates the billiard boundary).

As a first step, we note their gradients with respect to the initial and the final points.

$$
\begin{align*}
& \nabla_{\mathbf{r}_{0}} \mathrm{a}_{\binom{\mathrm{S}}{\mathrm{~L}}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{\pi \rho}\left(\mp \frac{\mathbf{r}-\mathbf{r}_{0}}{\left|\mathbf{r}-\mathbf{r}_{0}\right|} \sqrt{1-\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{2 \rho}\right)^{2}}-\frac{1}{2 \rho}\binom{-y}{x}\right),  \tag{6.3}\\
& \nabla_{\mathbf{r}}^{\mathrm{a}}\binom{\mathrm{~S}}{\mathrm{~L}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)=\frac{1}{\pi \rho}\left( \pm \frac{\mathbf{r}-\mathbf{r}_{0}}{\left|\mathbf{r}-\mathbf{r}_{0}\right|} \sqrt{1-\left(\frac{\mathbf{r}-\mathbf{r}_{0}}{2 \rho}\right)^{2}}+\frac{1}{2 \rho}\binom{-y_{0}}{x_{0}}\right) . \tag{6.4}
\end{align*}
$$

Here, the upper and lower signs of the first summands stand for the short arc and long arc contribution, respectively. It will be useful to state the distance between the initial and the final point in terms of the positive angle

$$
\begin{equation*}
\alpha\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\arcsin \left(\frac{\left|\mathbf{r}-\mathbf{r}_{0}\right|}{2 \rho}\right) . \tag{6.5}
\end{equation*}
$$

In addition, the direction of the normal vectors at the initial and the final points are measured by their (signed) angles with respect to the distance vector connecting the two points.

$$
\begin{equation*}
\beta\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\Varangle\left(\hat{\mathbf{n}} ; \mathbf{r}-\mathbf{r}_{0}\right) \quad \beta^{0}\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\Varangle\left(\hat{\mathbf{n}}_{0} ; \mathbf{r}-\mathbf{r}_{0}\right) . \tag{6.6}
\end{equation*}
$$

Now consider the classical arcs connecting the initial and the final points. They define the direction of the classical velocities at the points of reflection and incidence (see Fig. 6.1 for a sketch of the situation). The normal components are given by

$$
\begin{align*}
& \hat{\mathbf{v}}_{S} \hat{\mathbf{n}}=\cos (\beta+\alpha), \quad \hat{\mathbf{v}}_{S}^{0} \hat{\mathbf{n}}_{0}=\cos \left(\beta^{0}-\alpha\right), \\
& \hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}=-\cos (\beta-\alpha), \quad \hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}=-\cos \left(\beta^{0}+\alpha\right) \tag{6.7}
\end{align*}
$$

for short and long arcs, respectively. Here, the velocity at the initial point of the arc is denoted with a zero superscript, and the hats indicate that the velocity vectors are normalized.

### 6.1.1. The semiclassical Dirichlet operators

We proceed to calculate the semiclassical approximation to the kernel of the double layer Dirichlet operator (4.12) by inserting (2.58). For the short arc term one has to evaluate the gauge invariant derivative

$$
\begin{align*}
\partial_{n_{0} / b}\left[2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{S}}-\tilde{\chi}_{0}\right]+\mathrm{i} \tilde{A}_{n_{0}} & =2 \mathrm{i} \sqrt{v}\left(-\frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \hat{\mathbf{n}}_{0}}{\left|\mathbf{r}-\mathbf{r}_{0}\right|} \cos (\alpha)-\frac{\left(\mathbf{r}-\mathbf{r}_{0}\right) \times \hat{\mathbf{n}}_{0}}{2 \rho}\right) \\
& =-2 \mathrm{i} \sqrt{v} \cos \left(\beta^{0}-\alpha\right)=-2 \mathrm{i} \sqrt{v}\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right) \tag{6.8}
\end{align*}
$$

where we used Eqs. (6.3) and (6.7). Apart from the sign, it is given by the normal component of the classical velocity after reflection since $2 \sqrt{v}$ is the magnitude of the scaled velocity. Note that $\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right)$ is a non-symmetric function of the initial and the final point and depends on the energy through $\alpha$. For the long arc term one obtains the analogous expression

$$
\begin{equation*}
\partial_{n_{0} / b}\left[2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{L}}-\tilde{\chi}_{0}\right]+\mathrm{i} \tilde{A}_{n_{0}}=+2 \mathrm{i} \sqrt{v} \cos \left(\beta^{0}+\alpha\right)=-2 \mathrm{i} \sqrt{v}\left(\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}\right) . \tag{6.9}
\end{equation*}
$$

It follows that the semiclassical approximation of the double-layer Dirichlet kernel (4.27) can be stated in a particularly simple form,

$$
\begin{align*}
\mathrm{q}_{\mathrm{dl}}^{\mathrm{D}(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right):= & \partial_{n_{0} / b} \mathrm{G}_{v}^{(\mathrm{sc})}+\mathrm{i} \tilde{A}_{n 0} \mathrm{G}_{v}^{(\mathrm{sc})}=\frac{1}{2\left(1+\mathrm{e}^{2 \pi \mathrm{i} v}\right)} \frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \mathrm{e}^{\mathrm{i}\left(\tilde{\chi}-\tilde{\chi}_{0}\right)} \\
& \times\left\{\frac{-\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{ivas}}+\mathrm{e}^{-\mathrm{i} \pi / 2} \frac{-\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{i} \mathrm{va}_{\mathrm{L}}}\right\} . \tag{6.10}
\end{align*}
$$

It will be an important ingredient in the derivation of the trace formulas. ${ }^{12}$ For completeness we note that the semiclassical single-layer Dirichlet kernel is simply given by the semiclassical Green function itself, $\mathrm{q}_{\mathrm{sl}}^{\mathrm{D}(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right):=\mathrm{G}_{v}^{(\mathrm{sc})}$, as an immediate consequence of (4.10).

### 6.1.2. The semiclassical Neumann operators

The kernels of the single- and double layer Neumann operators, Eqs. (4.11) and (4.13), involve gauge invariant gradients with respect to the final point of the Green function. One finds

$$
\begin{align*}
& \partial_{n / b}\left[2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{S}}+\tilde{\chi}\right]-\mathrm{i} \tilde{A}_{n}=+2 \mathrm{i} \sqrt{v} \cos (\beta+\alpha)=+2 \mathrm{i} \sqrt{v}\left(\hat{\mathbf{v}}_{\mathrm{S}} \hat{\mathbf{n}}\right),  \tag{6.11}\\
& \partial_{n / b}\left[2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{L}}+\tilde{\chi}\right]-\mathrm{i} \tilde{A}_{n}=-2 \mathrm{i} \sqrt{v} \cos (\beta-\alpha)=+2 \mathrm{i} \sqrt{v}\left(\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}\right), \tag{6.12}
\end{align*}
$$

[^12]similar to Eqs. (6.8) and (6.9). This way the semiclassical single-layer Neumann kernel (4.26) assumes the form
\[

$$
\begin{align*}
\mathrm{q}_{\mathrm{sl}}^{\mathrm{N}(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right):= & \partial_{n / b} \mathrm{G}_{v}^{(\mathrm{sc})}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{(\mathrm{sc})}=\frac{1}{2\left(1+\mathrm{e}^{2 \pi \mathrm{i} v}\right)} \frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \mathrm{e}^{\mathrm{i}\left(\tilde{\chi}-\tilde{\chi}_{0}\right)} \\
& \times\left\{\frac{+\hat{\mathbf{v}} \hat{\mathbf{n}}}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{s}}}+\mathrm{e}^{-\mathrm{i} \pi / 2} \frac{+\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{iva} \mathrm{~L}}\right\} \tag{6.13}
\end{align*}
$$
\]

It is worth noting how the mutual adjointness of the operators (4.26) and (4.27) shows up in the semiclassical case. By permuting $\mathbf{r}$ and $\mathbf{r}_{0}$ the prefactors of the short and long arc terms change their roles,

$$
\begin{equation*}
\left(\hat{\mathbf{v}}_{S} \hat{\mathbf{n}}\right) \equiv \hat{\mathbf{v}}_{S}\left(\mathbf{r} ; \mathbf{r}_{0}\right) \hat{\mathbf{n}}(\mathbf{r})=\hat{\mathbf{v}}_{\mathrm{L}}^{0}\left(\mathbf{r}_{0} ; \mathbf{r}\right) \hat{\mathbf{n}}\left(\mathbf{r}_{0}\right) \equiv\left(\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}\right)^{\dagger} \tag{6.14}
\end{equation*}
$$

and likewise $\left(\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}\right)=\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right)^{\dagger}$. As for the phases, it is the factor $\left(1+\mathrm{e}^{2 \pi \mathrm{iv}}\right)^{-1}$ whose conjugation provides the term $\mathrm{e}^{2 \pi \mathrm{i} v}$ needed in conjunction with relation (6.2) to prove the mutual adjointness.

The kernel of the semiclassical double-layer Neumann operator follows from applying the gauge invariant derivative (6.11) to the single-layer Dirichlet expression (6.10), cf. (4.13). One obtains

$$
\begin{align*}
\mathrm{q}_{\mathrm{dl}}^{\mathrm{N}(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right):= & \left(\partial_{n_{0} / b}+\mathrm{i} \tilde{A}_{n_{0}}\right)\left(\partial_{n / b} \mathrm{G}_{v}^{(\mathrm{sc})}-\mathrm{i} \tilde{A}_{n} \mathrm{G}_{v}^{(\mathrm{sc})}\right) \\
= & \frac{1}{2\left(1+\mathrm{e}^{2 \pi \mathrm{i} v}\right)} \frac{2 \mathrm{i} \sqrt{v}}{(2 \pi \mathrm{i})^{1 / 2}} \mathrm{e}^{\mathrm{i}\left(\tilde{\chi}-\tilde{\chi}_{0}\right)} \\
& \times\left\{\frac{-\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right)\left(\hat{\mathbf{v}}_{\mathrm{S}} \hat{\mathbf{n}}\right)}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{i} \mathrm{a}_{\mathrm{S}}}+\mathrm{e}^{-\mathrm{i}(\pi / 2)} \frac{-\left(\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}_{0}\right)\left(\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}\right)}{(\sin \alpha \cos \alpha)^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{i} \mathrm{a}_{\mathrm{L}}}\right\} . \tag{6.15}
\end{align*}
$$

Like the exact kernel (4.28) this semiclassical version is self-adjoint. This follows again from the observation that the two summands simply change roles when the adjoint operator is formed.

### 6.2. From boundary to map operators

Let us now consider the semiclassical double-layer equation for Dirichlet boundary conditions in more detail. As known from Section 4 the corresponding Fredholm determinant (4.15) is a spectral function. Its roots yield the Dirichlet spectrum of the domain considered, conjoint with the Neumann spectrum of the complementary domain.

The semiclassical spectral function is obtained by substituting (6.10) into (4.15) with $\lambda=0$ :

$$
\begin{equation*}
\xi^{(\mathrm{sc})}(v):=\operatorname{det}\left[\frac{1}{2} \pm \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}(\mathrm{sc})}\right] \tag{6.16}
\end{equation*}
$$

Here, the upper or lower sign indicates whether the originally considered domain is of the interior or the exterior type (like in Section 4).

### 6.2.1. The map operators

By defining the operator

$$
\begin{equation*}
\mathrm{P}:=2\left(1+\mathrm{e}^{2 \pi \mathrm{iv}}\right) \mathrm{Q}_{\mathrm{dl}}^{\mathrm{D}(\mathrm{sc})} . \tag{6.17}
\end{equation*}
$$

we factorize the determinant (6.16) into two parts,

$$
\begin{equation*}
\xi^{(\mathrm{sc})}(v)=\operatorname{det}\left[\frac{1}{2\left(1+\mathrm{e}^{2 \pi \mathrm{iv}}\right)}\right] \operatorname{det}\left[1+\mathrm{e}^{2 \pi \mathrm{i} v} \pm \mathrm{P}\right] \tag{6.18}
\end{equation*}
$$

This reflects the partitioning of the underlying classical phase space into cyclotron orbits, which are detached from the boundary, and skipping trajectories, see Section 3.1. The first determinant in (6.18) does not depend on the boundary. Its operator is diagonal and singular at the energies $v_{N}=N+\frac{1}{2}, N \in \mathbb{N}_{0}$, of the Landau levels. Apparently, it represents the semiclassical contribution of the bulk states to the spectrum and its divergence at the Landau energies is due to the infinite number of degenerate bulk states found in the exterior. (The exponentially small lifting of the degeneracy observed in the exact spectrum is not seen here since the semiclassical Green function (2.59) does not describe tunneling effects).

As will become clear in the following, the second factor in (6.18) yields the contribution of the skipping trajectories to the spectral function. It is described by the map operator P defined in (6.17). We will see that it can be related to the classical billiard map (3.4) describing the motion of skipping trajectories. The map operator consists of a short arc and a long arc term and it is advantageous to split it accordingly,

$$
\begin{equation*}
P=P_{S}+P_{L} \tag{6.19}
\end{equation*}
$$

with the corresponding integral kernels given by

$$
\begin{equation*}
\operatorname{p}_{\mathrm{S}}\left(s, s_{0}\right):=\frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \frac{-\hat{\mathbf{v}}_{\mathbf{n}}^{0} \hat{\mathbf{n}}_{0}}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{ivas}} \mathrm{e}^{\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}} \tag{6.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathrm{p}_{\mathrm{L}}\left(s, s_{0}\right):=\frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \frac{-\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \mathrm{e}^{-\mathrm{i} \pi / 2} \mathrm{e}^{2 \pi \mathrm{i} \mathrm{va}_{\mathrm{L}}} \mathrm{e}^{\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}}, \tag{6.21}
\end{equation*}
$$

see (6.10), with $\mathbf{r}=\mathbf{r}(s), \mathbf{r}_{0}=\mathbf{r}\left(s_{0}\right)$. We note that the operator P differs from the standard map operator defined in terms of the generating function $\mathscr{G}$ of the classical map [65],

$$
\begin{equation*}
\mathrm{S}=-\frac{1}{(2 \pi \mathrm{i})^{1 / 2}}\left(\frac{\partial^{2} \mathscr{G}}{\partial s \partial s_{0}}\right)^{1 / 2} \mathrm{e}^{\mathrm{i} \mathscr{G}} \tag{6.22}
\end{equation*}
$$

which is the analogue of Bogomolny's transfer operator T [123]. The main difference is not the fact that P consists of two distinct parts. Rather, it is the inherent asymmetry in the coordinates $s, s_{0}$ which introduces difficulties not encountered in the field-free treatment: The prefactors cannot in general be stated as mixed derivatives of the relevant phase. Moreover, the parts $\mathrm{P}_{\mathrm{S} / \mathrm{L}}$ are not semiclassically unitary (but satisfy Eq. (6.25)).

From now on we focus on the non-singular factor in (6.16). It gives the spectral function

$$
\begin{equation*}
\xi_{\text {skip }}^{(\mathrm{sc})}(v)=\operatorname{det}\left[1+\mathrm{e}^{2 \pi \mathrm{iv}} \pm \mathrm{P}\right] \tag{6.23}
\end{equation*}
$$

of the states which correspond to skipping motion. In the standard procedure to obtain a trace formula one would now compute the imaginary part of the logarithm of (6.23). Making use of the identity $\log d e t=\operatorname{tr} \log$ [128] and expanding the logarithm one would like to evaluate the trace of powers of the operator (6.19) in stationary phase approximation. However, unlike the case of field-free billiards the corresponding saddle point condition selects classical periodic orbits in the interior and in the exterior. This is not surprising given the fact that the double-layer equation includes solutions of the complementary domain. To make matters worse, an abundance of saddle-point configurations arises which do not have a physical meaning at all. In order to avoid these severe difficulties it is vital to write the spectral function (6.23) as a product such that each factor yields the spectrum in either the interior or the exterior domain.

### 6.2.2. Factorizing the spectral function

To facilitate the factorization of the determinant (6.23) we split the short and long arc operators once more, $\mathrm{P}_{\mathrm{S}}=\mathrm{P}_{\mathrm{S}}^{\text {int }}-\mathrm{P}_{\mathrm{S}}^{\text {ext }}$ and $\mathrm{P}_{\mathrm{L}}=\mathrm{P}_{\mathrm{L}}^{\text {int }}-\mathrm{P}_{\mathrm{L}}^{\text {ext }}$. Ultimately, the parts labeled by "int" and "ext" should exclusively account for the motion in the interior and in the exterior, respectively. To that end, the splitting is defined by the signs of the prefactors of the integral kernels which are functions of the initial and the final points.

$$
\begin{align*}
& \mathrm{p}_{\mathrm{S}}^{\text {int }}\left(s, s_{0}\right):=\Theta\left(-\hat{\mathbf{n}}_{0} \hat{v}_{\mathrm{S}}^{0}\right) \mathrm{p}_{\mathrm{S}}\left(s, s_{0}\right), \quad \mathrm{p}_{\mathrm{L}}^{\text {int }}\left(s, s_{0}\right):=\Theta\left(-\hat{\mathbf{n}}_{0} \hat{\mathbf{v}}_{\mathrm{L}}^{0}\right) \mathrm{p}_{\mathrm{L}}\left(s, s_{0}\right), \\
& \mathrm{p}_{\mathrm{S}}^{\mathrm{ext}}\left(s, s_{0}\right):=-\Theta\left(\hat{\mathbf{n}}_{0} \hat{\mathbf{v}}_{\mathrm{S}}^{0}\right) \mathrm{p}_{\mathrm{S}}\left(s, s_{0}\right), \quad \mathrm{p}_{\mathrm{L}}^{\mathrm{ext}}\left(s, s_{0}\right):=-\Theta\left(\hat{\mathbf{n}}_{0} \hat{v}_{\mathrm{L}}^{0}\right) \mathrm{p}_{\mathrm{L}}\left(s, s_{0}\right) . \tag{6.24}
\end{align*}
$$

(The minus sign in front of the exterior kernels is introduced for convenience.) According to these definitions the "interior" part of the operators vanishes whenever the initial and the final points have positions such that the corresponding classical arc points into the exterior domain, and vice versa. This crucial property is embodied in the operator equations

$$
\begin{equation*}
P_{S}^{\text {int }} P_{L}^{\text {ext }}+P_{L}^{\text {intt }} P_{S}^{\text {ext }}=-e^{2 \pi i v i d} \tag{6.25}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{S}^{\text {int }} P_{S}^{\text {ext }}+P_{L}^{\text {int }} P_{L}^{\text {ext }}=0 \tag{6.26}
\end{equation*}
$$

derived in Appendix A.5. With their help it follows immediately that the determinant in Eq. (6.23) factorizes into an interior and an exterior part,

$$
\begin{align*}
\xi_{\text {skip }}^{(\text {sc })}(v) & =\operatorname{det}\left[1+\mathrm{e}^{2 \pi \mathrm{iv}} \pm\left(P_{\mathrm{S}}^{\text {int }}-P_{\mathrm{S}}^{\text {ext }}+P_{\mathrm{L}}^{\mathrm{int}}-P_{\mathrm{L}}^{\mathrm{ext}}\right)\right] \\
& =\operatorname{det}\left[\left(1 \pm\left(P_{\mathrm{S}}^{\mathrm{int}}+\mathrm{P}_{\mathrm{L}}^{\mathrm{int}}\right)\right)\left(1 \mp\left(\mathrm{P}_{\mathrm{S}}^{\mathrm{ext}}+\mathrm{P}_{\mathrm{L}}^{\mathrm{ext}}\right)\right)\right] \\
& =\operatorname{det}\left[1 \pm \mathrm{P}^{\mathrm{int}}\right] \operatorname{det}\left[1 \mp \mathrm{P}^{\mathrm{ext}}\right] \tag{6.27}
\end{align*}
$$

Here we merely replaced the term $\mathrm{e}^{2 \pi i v}$ by the operators (6.25) and included (6.26). In the last equality we introduced the interior and exterior map operators $P^{\text {int }}:=P_{S}^{\text {int }}+P_{L}^{\text {int }}$ and $P^{\text {ext }}:=P_{S}^{\text {ext }}+P_{L}^{\text {ext }}$, respectively. ${ }^{13}$

The factorization of the spectral function (6.27) into an interior and exterior part is in accordance with the observation that the double layer equation provides the spectra of both the interior and the exterior problems, see the discussion in Section 4.2.2. In the following section we shall show that using the upper sign, i.e., starting originally with the interior problem, one gets the trace formula for the interior Dirichlet spectrum from the first factor and the exterior Neumann spectrum from the second one. In the same way, if we use the lower sign we get the trace formula for the exterior Dirichlet spectrum from the second factor and the interior Neumann spectrum from the first.

We finally note that the operators $P^{\text {int }}$ and $P^{\text {ext }}$ are semiclassically unitary, as shown in Appendix A.5. Moreover, the interior and exterior map operators obey the relation

$$
\begin{equation*}
P^{\text {int }} P^{e x t}=-e^{2 \pi i v} i d \tag{6.28}
\end{equation*}
$$

which follows from (6.25) and (6.26). It has an intuitive form: propagating a boundary state first in the exterior and then in the interior one arrives again at the same state, augmented by the global phase $2 \pi v$ of a complete cyclotron orbit (plus the Maslov correction $\pi$ ). It is the semiclassical manifestation of the classical interior-exterior duality.

### 6.3. Trace formula for hyperbolic billiards

To obtain the fluctuating part of the number counting function of the skipping spectrum one has to take the imaginary part of the logarithm of the spectral function (6.27). We start by computing the contribution of the first factor in (6.27),

$$
\begin{equation*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}(\mathrm{int})}(v)=-\frac{1}{\pi} \operatorname{Im} \log \operatorname{det}\left[1 \pm \mathrm{P}^{\mathrm{int}}\right]=\frac{1}{\pi} \operatorname{Im} \sum_{n=1}^{\infty} \frac{(\mp)^{n}}{n} \operatorname{tr}\left[\left(\mathrm{P}^{\mathrm{int}}\right)^{n}\right] \tag{6.29}
\end{equation*}
$$

To obtain the periodic orbit formula we can now follow the lines of the derivation of the trace formula for field free billiards [106,121-123,125-127,129,130]. The trace in (6.29) amounts to an $n$-dimensional integral of the form

$$
\begin{align*}
\operatorname{tr}\left[\left(\mathrm{P}^{\text {int }}\right)^{n}\right]= & \frac{1}{(2 \pi \mathrm{i})^{n / 2}} \int \frac{\mathrm{~d} s_{1} \ldots \mathrm{~d} s_{n}}{b^{n}} \exp \left(\mathrm{i} \sum_{j=1}^{n}\left(\widetilde{\chi}\left(s_{j+1}\right)-\widetilde{\chi}\left(s_{j}\right)\right)\right) \\
& \times \prod_{j=1}^{n}\left[\frac{-\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right)_{j} \Theta\left(-\left(\hat{\mathbf{v}}_{\mathrm{S}}^{0} \hat{\mathbf{n}}_{0}\right)_{j}\right)}{\left(\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)\right)^{1 / 2}} \exp \left(2 \pi \mathrm{i} v \mathrm{a}_{\mathrm{S}}\left(s_{j+1} ; s_{j}\right)\right)\right. \\
& \left.+\frac{-\left(\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}\right)_{j} \Theta\left(-\left(\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{0}\right)_{j}\right)}{\left(\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)\right)^{1 / 2}} \exp \left(2 \pi \mathrm{i} \mathrm{a}_{\mathrm{L}}\left(s_{j+1} ; s_{j}\right)-\mathrm{i} \frac{\pi}{2}\right)\right] \tag{6.30}
\end{align*}
$$

[^13]Here, the abbreviation $\left(\hat{\mathbf{v}}^{0} \hat{\mathbf{n}}_{0}\right)_{j}:=\hat{\mathbf{v}}^{0}\left(\mathbf{r}\left(s_{j+1}\right) ; \mathbf{r}\left(s_{j}\right)\right) \hat{\mathbf{n}}\left(\mathbf{r}\left(s_{j}\right)\right)$ is used, together with (6.32) and the convention $s_{0} \equiv s_{n}$. Note that the gauge-dependent factor (involving the $\widetilde{\chi}\left(s_{j}\right)$ ) vanishes identically as a consequence of the cyclic permutability of the integration variables. This renders the trace (6.20) a gauge invariant quantity. It is now evaluated to leading semiclassical order using the stationary phase approximation (A.30).

### 6.3.1. The saddle point conditions

For each of the $2^{n}$ integrands in (6.30) the condition of a stationary phase leads to $n$ saddle point equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} s_{j}}\left[2 \pi v \mathrm{a}_{\eta_{j}}\left(s_{j} ; s_{j-1}\right)+2 \pi v \mathrm{a}_{\eta_{j+1}}\left(s_{j+1} ; s_{j}\right)\right] \stackrel{!}{=} 0, \quad j \in\{1, \ldots, n\} . \tag{6.31}
\end{equation*}
$$

Here, the indices $\eta_{j} \in\{\mathrm{~S}, \mathrm{~L}\}$ account for the $2^{n}$ different sequences of short and long arc operators under the trace. We shall treat all these equations simultaneously by noting for any solution $\underline{s}$ of (6.31) not only the configuration of saddle points but also the corresponding sequence of types of $\operatorname{arcs}, \underline{s}=\left(\left(s_{1}, \eta_{1}\right), \ldots,\left(s_{n}, \eta_{n}\right)\right)$.

In order to obtain a geometric interpretation of the saddle point conditions we fix the positions $\mathbf{r}_{j}:=\mathbf{r}\left(s_{j}\right)$ and extend the definition of the angles (6.5) and (6.6) to a sequence of $n$ points.

$$
\begin{equation*}
\alpha_{j}:=\arcsin \left(\frac{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}{2 \rho}\right) \tag{6.32}
\end{equation*}
$$

and

$$
\begin{equation*}
\beta_{j}^{0}:=\Varangle\left(\hat{\mathbf{n}}_{j} ; \mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \quad \beta_{j+1}:=\Varangle\left(\hat{\mathbf{n}}_{j+1} ; \mathbf{r}_{j+1}-\mathbf{r}_{j}\right) . \tag{6.33}
\end{equation*}
$$

This definition implies

$$
\begin{align*}
& \cos \left(\beta_{j}\right)=\frac{\left(\mathbf{r}_{j}-\mathbf{r}_{j-1}\right) \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j}-\mathbf{r}_{j-1}\right|}, \quad \sin \left(\beta_{j}\right)=\frac{\left(\mathbf{r}_{j}-\mathbf{r}_{j-1}\right) \times \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j}-\mathbf{r}_{j-1}\right|} \\
& \cos \left(\beta_{j}^{0}\right)=\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}, \quad \sin \left(\beta_{j}^{0}\right)=\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \times \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|} \tag{6.34}
\end{align*}
$$

and

$$
\begin{equation*}
\cos \left(\beta_{j+1}-\beta_{j}^{0}\right)=\hat{\mathbf{n}}_{j} \hat{\mathbf{n}}_{j+1}, \quad \sin \left(\beta_{j+1}-\beta_{j}^{0}\right)=\hat{\mathbf{n}}_{j} \times \hat{\mathbf{n}}_{j+1} \tag{6.35}
\end{equation*}
$$

Again, $\alpha_{j}$ determines the angles of the incident and the reflected velocity vectors with respect to the direction given by $\mathbf{r}_{j+1}-\mathbf{r}_{j}$. It follows that the normal and tangential components of the velocity are given by the expressions in Table 6.1. They allow to state the derivative of the action with respect to the arc length $s$ along the boundary in a particularly convenient form (Fig. 6.2):

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s_{j}} \mathrm{a}_{\mathrm{S}}\left(s_{j} ; s_{j-1}\right) & =\frac{1}{\pi}\left(2 \sqrt{1-\left(\frac{\mathbf{r}_{j}-\mathbf{r}_{j-1}}{2 \rho}\right)^{2}} \frac{\left(\mathbf{r}_{j}-\mathbf{r}_{j-1}\right) \hat{\mathbf{t}}_{j}}{\left|\mathbf{r}_{j}-\mathbf{r}_{j-1}\right| 2 \rho}-\frac{\hat{\mathbf{t}}_{j} \times \mathbf{r}_{j-1}}{2 \rho^{2}}\right) \\
& =\frac{1}{\pi \rho}\left(-\cos \left(\alpha_{j-1}\right) \sin \left(\beta_{j}\right)+\frac{\mathbf{r}_{j-1} \hat{\mathbf{n}}_{j}}{2 \rho}\right) . \tag{6.36}
\end{align*}
$$

Table 6.1
Components of the incident and reflected velocities. For the geometrical interpretation see Fig. 6.2

| $\hat{\mathbf{n}}_{j} \hat{v}_{\mathbf{S} j}^{0}=+\cos \left(\beta_{j}^{0}-\alpha_{j}\right)$ | $\hat{\mathbf{t}}_{j} \hat{\mathbf{v}}_{j}^{0}=-\sin \left(\beta_{j}^{0}-\alpha_{j}\right)$ |
| :--- | :--- |
| $\hat{\mathbf{n}}^{\prime} \hat{v}_{\mathrm{L}}^{0}=-\cos \left(\beta_{j}^{0}+\alpha_{j}\right)$ | $\hat{\mathbf{t}}_{j} \hat{v}_{\mathrm{L} j}^{0}=+\sin \left(\beta_{j}^{0}+\alpha_{j}\right)$ |
| $\hat{\mathbf{n}}_{j} \hat{v}_{\mathrm{S}}=+\cos \left(\beta_{j}+\alpha_{j-1}\right)$ | $\hat{\mathbf{t}}_{j} \hat{\mathbf{v}}_{j}=-\sin \left(\beta_{j}+\alpha_{j-1}\right)$ |
| $\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{\mathrm{L} j}=-\cos \left(\beta_{j}-\alpha_{j-1}\right)$ | $\left.\hat{\mathbf{t}}_{j}\right)$ |



Fig. 6.2. The angles entering the $j$ th saddle point condition. (The dashed line indicates the boundary).

Similarly, one finds

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s_{j}} \mathrm{a}_{\mathrm{S}}\left(s_{j+1} ; s_{j}\right) & =\frac{1}{\pi \rho}\left(+\cos \left(\alpha_{j}\right) \sin \left(\beta_{j}^{0}\right)-\frac{\mathbf{r}_{j+1} \hat{\mathbf{n}}_{j}}{2 \rho}\right),  \tag{6.37}\\
\frac{\mathrm{d}}{\mathrm{~d} s_{j}} \mathrm{a}_{\mathrm{L}}\left(s_{j} ; s_{j-1}\right) & =\frac{1}{\pi \rho}\left(+\cos \left(\alpha_{j-1}\right) \sin \left(\beta_{j}\right)+\frac{\mathbf{r}_{j-1} \hat{\mathbf{n}}_{j}}{2 \rho}\right),  \tag{6.37a}\\
\frac{\mathrm{d}}{\mathrm{~d} s_{j}} \mathrm{a}_{\mathrm{L}}\left(s_{j+1} ; s_{j}\right) & =\frac{1}{\pi \rho}\left(-\cos \left(\alpha_{j}\right) \sin \left(\beta_{j}^{0}\right)-\frac{\mathbf{r}_{j+1} \hat{\mathbf{n}}_{j}}{2 \rho}\right) . \tag{6.37b}
\end{align*}
$$

As a result, an explicit expression for the $j$ th saddle point condition is obtained in terms of the vectors $\mathbf{r}_{j-1}, \mathbf{r}_{j}, \mathbf{r}_{j+1}$, and $\hat{\mathbf{n}}_{j}$. Naturally, the condition depends on the type of the two operators involved.

$$
\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j-1}\right) \hat{\mathbf{n}}_{j}}{2 \rho}= \begin{cases}-\sin \left(\beta_{j}\right) \cos \left(\alpha_{j-1}\right)+\sin \left(\beta_{j}^{0}\right) \cos \left(\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{S}, \mathrm{~S})  \tag{6.38}\\ -\sin \left(\beta_{j}\right) \cos \left(\alpha_{j-1}\right)-\sin \left(\beta_{j}^{0}\right) \cos \left(\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{S}, \mathrm{~L}) \\ +\sin \left(\beta_{j}\right) \cos \left(\alpha_{j-1}\right)+\sin \left(\beta_{j}^{0}\right) \cos \left(\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{L}, \mathrm{~S}) \\ +\sin \left(\beta_{j}\right) \cos \left(\alpha_{j-1}\right)-\sin \left(\beta_{j}^{0}\right) \cos \left(\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{L}, \mathrm{~L})\end{cases}
$$

The left-hand side of this equation can be written in terms of the angles appearing on the right side after adding and subtracting the expression $\left(\mathbf{r}_{j} \hat{\mathbf{n}}_{j}\right) /(2 \rho)$.

$$
\begin{equation*}
\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \hat{\mathbf{n}}_{j}}{2 \rho}+\frac{\left(\mathbf{r}_{j}-\mathbf{r}_{j-1}\right) \hat{\mathbf{n}}_{j}}{2 \rho}=\cos \left(\beta_{j}^{0}\right) \sin \left(\alpha_{j}\right)+\cos \left(\beta_{j}\right) \sin \left(\alpha_{j-1}\right) . \tag{6.39}
\end{equation*}
$$

Combining the last two equations, the saddle point condition assumes a form,

$$
\begin{array}{ll}
\sin \left(\beta_{j}+\alpha_{j-1}\right)=\sin \left(\beta_{j}^{0}-\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{S}, \mathrm{~S}) \\
\sin \left(\beta_{j}+\alpha_{j-1}\right)=-\sin \left(\beta_{j}^{0}+\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{S}, \mathrm{~L}) \\
\sin \left(\beta_{j}-\alpha_{j-1}\right)=-\sin \left(\beta_{j}^{0}-\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{L}, \mathrm{~S})  \tag{6.40}\\
\sin \left(\beta_{j}-\alpha_{j-1}\right)=\sin \left(\beta_{j}^{0}+\alpha_{j}\right) & \text { if }\left(\eta_{j-1}, \eta_{j}\right)=(\mathrm{L}, \mathrm{~L})
\end{array}
$$

which should be compared to the expressions in Table 6.1 for the components of the classical velocities. One observes that Eq. (6.40) simply amount to the condition

$$
\begin{equation*}
\hat{\mathbf{t}}_{j} \hat{\mathbf{v}}_{\eta_{j} j}=\hat{\mathbf{t}}_{j} \hat{\mathbf{v}}_{\eta_{j} j}^{0} \tag{6.41}
\end{equation*}
$$

for $j=1, \ldots, n$, and any $\eta_{j} \in\{\mathrm{~S}, \mathrm{~L}\}$ : the tangential component of the classical velocities which correspond to the saddle point configuration $\underline{s}$ are continuous in the point of reflection. Since the modulus of the velocity is a constant of the motion, the trajectory is either continuous in this point or the normal component changes its sign. In the first case the trajectory penetrates the boundary which we call an unphysical solution. In the second case, the trajectory corresponding to the saddle point configuration obeys the law of specular reflection in $\mathbf{r}_{j}$.

From the fact that (6.41) must be satisfied simultaneously at the $n$ points $\mathbf{r}_{j}$ it follows that any saddle point configuration corresponds to a closed, periodic orbit. However, by no means is this orbit necessarily a physically allowed classical trajectory. Fig. 6.3 sketches the two different types of saddle point configurations which appear in magnetic billiards. Here we choose $n=5$, i.e., the saddle points correspond to periodic orbits of period 5 . Clearly, both of them are unphysical trajectories. The one on the top features a specular reflection at $\mathbf{r}_{2}$. Then the boundary is penetrated at $\mathbf{r}_{3}$ giving rise to a full cyclotron loop. After one more reflection (this time from the exterior) at $\mathbf{r}_{4}=\mathbf{r}_{2}$ the trajectory arrives at its initial point. It performs one more cyclotron orbit without even displaying a boundary point at $\mathbf{r}_{2}$. This saddle point is a legitimate solution of (6.41) belonging to a dense and two-dimensional set of stationary points (since the boundary points $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ may be shifted independently without changing the picture). It has clearly no relation to a physical periodic orbit. The saddle point shown on the bottom part of Fig. 6.3, on the other hand, does exhibit the boundary points of a physical periodic orbit (with period 4). Nonetheless, the depicted trajectory is unphysical since it leaves the interior domain, performing a cyclotron loop between the third and fourth boundary points. Obviously, there is an infinite number of these unphysical saddle points attached to any proper, physical periodic orbit. They merely dress the original orbit with additional cyclotron loops. It might be expected that these unphysical contributions can be re-summed, leaving behind only the contributions of physical periodic orbits of the interior and exterior problem. This is


Fig. 6.3. Typical saddle point configurations appearing in the semiclassical evaluation of the trace (6.30). Both correspond to unphysical trajectories. The upper configuration has no relation to an orbit of the classical problem, while the lower one corresponds to a physical trajectory which is dressed by an additional cyclotron loop.
a difficult task, due to its combinatorial nature in conjunction with a number of ambiguities. A saddle point configuration may, for example, incorporate an interior and exterior periodic orbit at the same time, leaving the question undetermined whether to assign the contribution to the interior or to the exterior problem. These problems are resolved immediately by the splitting of the operator (6.24) into interior and exterior types. Here, it is the Heaviside functions introduced by the splitting which guarantee that only those saddle points contribute for which the corresponding classical trajectory is directed into the correct domain at each point of reflection. As a consequence, the unphysical solutions discussed above are erased from the sum. The remaining saddle points will be denoted by $\gamma_{\text {int }}^{(n)}$ and $\gamma_{\text {ext }}^{(n)}$, respectively. They correspond to the periodic orbits of period $n$ found in the classical interior and exterior billiard problem.

Strictly speaking, the set of saddle points $\gamma^{(n)}$ which are directed into the correct domain at each point of reflection still includes the so-called ghost orbits. These are periodic orbits which leave (and necessarily re-enter) the proper domain without exhibiting a component of the saddle point (i.e., a point of reflection) when leaving it. The left side of Fig. 6.4 shows the situation. Like in the case of non-magnetic billiards [121] these saddle points finally do not contribute to the sum over the traces. This is because for any ghost orbit of period $n$ one finds another of period $n+1$, with an additional boundary point at the position of re-entrance (right side of Fig. 6.4). These two contributions differ by a factor $(-1)$ due to the additional boundary point and therefore cancel.


Fig. 6.4. Sketch of an interior ghost orbit, see text. (The normals are pointing outwards.)

Table 6.2
Important geometric quantities

| $\rho$ | cyclotron radius $(\rho>0)$ | $(2.33)$ |
| :--- | :--- | :--- |
| $\alpha$ | relative distance of the initial and the final point $\left(0 \leqslant \alpha \leqslant \frac{\pi}{2}\right)$ | $(6.5)$ |
| $\beta^{0}$ | relative direction of normal at the initial point $\left(0 \leqslant \beta^{0}<2 \pi\right)$ | $(6.6)$ |
| $\beta$ | relative direction of normal at final point $(0 \leqslant \beta<2 \pi)$ | $(6.6)$ |
| $\mathrm{a}_{\mathrm{S}}, \mathrm{a}_{\mathrm{L}}$ | geometric part of the action of a short (long) arc | $(6.1)$ |
| $\gamma, \gamma^{(n)}$ | physical periodic orbit (with $n$ reflections) | Section 6.3 .3 |
| $\mathrm{~A}(\gamma)$ | geometric part of the action of the periodic orbit $\gamma$ | $(6.46)$ |
| $n_{\gamma}\left(r_{\gamma}\right)$ | number of reflections (repetitions) in $\gamma$ | Section 6.3 .3 |
| $\mu_{\gamma}$ | Maslov index (number of conjugate points in $\gamma)$ | Sections 6.3.3 and 6.3.3.1 |
| $\mathrm{M}(\gamma)$ | stability matrix of $\gamma$ | $(6.50)$ |

### 6.3.2. The prefactors

The next step is to transform the prefactors in the trace integral (6.30). Eventually they should combine with the determinant of the matrix of action derivatives introduced by the stationary phase approximation (A.30). The resulting expression should then be given in terms of the physical properties of the attributed periodic orbit $\gamma^{(n)}$ (see Table 6.2).

We start with the evaluation of the mixed derivatives of the actions in terms of the angles (6.32), (6.33) characterizing the $j$ th part of the trajectory. If the arc is of the short type one obtains the formula

$$
\begin{align*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} s_{j} \mathrm{~d} s_{j+1}} \mathrm{a}_{\mathrm{S}}\left(s_{j+1}, s_{j}\right)= & \frac{1}{\pi \rho} \frac{\mathrm{~d}}{\mathrm{~d} s_{j+1}}\left(\cos \left(\alpha_{j}\right) \sin \left(\beta_{j}^{0}\right)-\frac{\mathbf{r}_{j+1} \hat{\mathbf{n}}_{j}}{2 \rho}\right) \\
= & \frac{1}{2 \pi \rho^{2}}\left(\tan \left(\alpha_{j}\right) \sin \left(\beta_{j+1}\right) \sin \left(\beta_{j}^{0}\right)\right. \\
& \left.-\cot \left(\alpha_{j}\right) \cos \left(\beta_{j+1}\right) \cos \left(\beta_{j}^{0}\right)+\sin \left(\beta_{j+1}-\beta_{j}^{0}\right)\right) \\
= & \frac{-1}{2 \pi \rho^{2}} \frac{\left(\hat{\mathbf{v}}_{\mathrm{S} j}^{0} \hat{\mathbf{n}}_{j}\right)\left(\hat{\mathbf{v}}_{\mathrm{S} j+1} \hat{\mathbf{n}}_{j+1}\right)}{\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)} . \tag{6.42}
\end{align*}
$$

Here, the expressions given in (6.37) and Table 6.1 were employed, as well as

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s_{j+1}} \cos \left(\alpha_{j}\right) & =-\sin \left(\alpha_{j}\right) \frac{\mathrm{d}}{\mathrm{~d} s_{j+1}} \arcsin \left(\frac{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}{2 \rho}\right) \\
& =\frac{-1}{2 \rho} \frac{\sin \left(\alpha_{j}\right)}{\cos \left(\alpha_{j}\right)} \frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \hat{\mathbf{t}}_{j+1}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}=\frac{1}{2 \rho} \tan \left(\alpha_{j}\right) \sin \left(\beta_{j+1}\right) \tag{6.43}
\end{align*}
$$

and

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} s_{j+1}} \sin \left(\beta_{j}^{0}\right) & =\frac{\mathrm{d}}{\mathrm{~d} s_{j+1}}\left[\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \times \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}\right] \\
& =\frac{\hat{\mathbf{t}}_{j+1} \times \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}-\frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \times \hat{\mathbf{n}}_{j}}{\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|} \frac{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right) \hat{\mathbf{t}}_{j+1}}{\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right)^{2}} \\
& =\frac{-1}{2 \rho} \frac{\cos \left(\beta_{j+1}\right) \cos \left(\beta_{j}^{0}\right)}{\sin \left(\alpha_{j}\right)} \tag{6.44}
\end{align*}
$$

Hence, the mixed derivative (6.42) is essentially determined by the normal components of the velocities at the initial and the final point of the corresponding arc. Note that this expression is manifestly positive if the arc is part of a physical trajectory meaning that it lies either in the interior or in the exterior at both points (see also Fig. 6.2).

If the $j$ th part of the action corresponds to a long arc one obtains in a similar fashion

$$
\begin{align*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} s_{j} \mathrm{~d} s_{j+1}} \mathrm{a}_{\mathrm{L}}\left(s_{j+1}, s_{j}\right) & =\frac{1}{2 \pi \rho^{2}} \frac{\cos \left(\beta_{j}^{0}+\alpha_{j}\right) \cos \left(\beta_{j+1}-\alpha_{j}\right)}{\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)} \\
& =\frac{1}{2 \pi \rho^{2}} \frac{\left(\hat{\mathbf{v}}_{\mathrm{L}}^{0} \hat{\mathbf{n}}_{j}\right)\left(\hat{\mathbf{v}}_{\mathrm{L} j+1} \hat{\mathbf{n}}_{j+1}\right)}{\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)} . \tag{6.45}
\end{align*}
$$

The form of this formula is analogous to (6.42), except for the difference in sign. It follows that Eq. (6.45) is manifestly negative if the angles $\alpha_{j}, \beta_{j}^{0}$, and $\beta_{j+1}$ describe a segment of a physical trajectory-again due to the change in the orientation of the velocity vector.

The mixed derivatives (6.42) and (6.45) allow the transformation of the product under the trace integral (6.30) into a symmetrized expression. For a given saddle point $\gamma^{(n)}$ we denote the geometric part of the total action by

$$
\begin{equation*}
\mathrm{A}\left(\gamma^{(n)}\right):=\sum_{j=1}^{n} \mathrm{a}_{\eta_{j}}\left(s_{j+1}, s_{j}\right) \tag{6.46}
\end{equation*}
$$

cf. (6.1), (6.2). In addition, the number of long arcs appearing in $\gamma^{(n)}$ will be called $\ell_{\gamma}$. The product under the trace integral (6.30) can now be stated in terms of $\mathbf{A}\left(\gamma^{(n)}\right)$ and $\ell_{\gamma}$. For the interior operators,
it assumes the form

$$
\begin{align*}
& \mathrm{e}^{2 \pi \mathrm{ivA}\left(\gamma_{\text {int }}^{(n)}\right)} \mathrm{e}^{-\mathrm{i}(\pi / 2) \ell_{\gamma}} \prod_{j=1}^{n} \frac{-\left(\hat{\mathbf{v}}_{\eta_{j}}^{0} \hat{\mathbf{n}}_{0}\right)_{j}}{\left(\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)\right)^{1 / 2}}  \tag{6.47}\\
& \quad=\frac{\prod_{j=1}^{n}\left(\left(\hat{\mathbf{v}}_{\left\{\eta_{j}\right\}}^{0} \hat{\mathbf{n}}_{j}\right)\left(\hat{\mathbf{v}}_{\left\{\eta_{j+1} j+1\right\}}^{0} \hat{\mathbf{n}}_{j+1}\right)\right)^{1 / 2}}{\prod_{j=1}^{n}\left(\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)\right)^{1 / 2}} \mathrm{e}^{-\mathrm{i}(\pi / 2) \ell_{\gamma}} \mathrm{e}^{2 \pi \mathrm{ivA}\left(\gamma_{\text {int }}^{(n)}\right)}  \tag{6.47a}\\
& \quad=\frac{\prod_{j=1}^{n}\left(-\left(\hat{\mathbf{v}}_{\left\{\eta_{j} j\right\}}^{0} \hat{\mathbf{n}}_{j}\right)\left(\hat{\mathbf{v}}_{\left\{\eta_{j+1} j+1\right\}} \hat{\mathbf{n}}_{j+1}\right)\right)^{1 / 2}}{\prod_{j=1}^{n}\left(\sin \left(\alpha_{j}\right) \cos \left(\alpha_{j}\right)\right)^{1 / 2}} \mathrm{e}^{-\mathrm{i}(\pi / 2) \ell_{\gamma}} \mathrm{e}^{2 \pi \mathrm{ivA}\left(\gamma_{\text {int }}^{(n)}\right)}  \tag{6.47b}\\
& \quad=\prod_{j=1}^{n}\left(2 \pi \rho^{2} \frac{\mathrm{~d}^{2} \mathrm{a}_{\eta_{j}}\left(s_{j+1}, s_{j}\right)}{\mathrm{d} s_{j} \mathrm{~d} s_{j+1}}\right)^{1 / 2} \mathrm{e}^{\mathrm{i}(\pi / 2)\left(\ell_{\gamma}-\ell_{\gamma}\right)} \mathrm{e}^{2 \pi \mathrm{ivA}\left(\gamma_{\text {int }}^{(n)}\right)}  \tag{6.47c}\\
& =(2 \pi)^{n / 2} \prod_{j=1}^{n}\left|\rho^{2} \frac{\mathrm{~d}^{2} \mathrm{~A}\left(\gamma_{\text {int }}^{(n)}\right)}{\mathrm{d} s_{j} \mathrm{~d} s_{j+1}}\right|^{1 / 2} \mathrm{e}^{-\mathrm{i}(\pi / 2) \ell_{\gamma}} \mathrm{e}^{2 \pi \mathrm{iva}\left(\gamma_{\text {int }}^{(n)}\right)} . \tag{6.47d}
\end{align*}
$$

Here we used several times the fact that the saddle point configurations described by $\gamma_{\text {int }}^{(n)}$ correspond to physical, interior periodic orbit with $n$ reflections. First, we noted the positivity of the factor $-\left(\hat{\mathbf{v}}_{\eta_{j}}^{0} \hat{\mathbf{n}}_{0}\right)_{j}$ to write it as a product of square roots (and shifted one index by one). Second, the reflection condition

$$
\begin{equation*}
\left(\hat{\mathbf{v}}_{\left\{\eta_{j j} j\right.}^{0} \hat{\mathbf{n}}_{j}\right)=-\left(\hat{\mathbf{v}}_{\left\{\eta_{j j}\right\}} \hat{\mathbf{n}}_{j}\right) \tag{6.48}
\end{equation*}
$$

was employed to get from (6.47a) to (6.47b). As a result, the prefactors are symmetric in $s_{j}$ and $s_{j+1}$, which allows stating them in terms of the mixed derivatives of the classical action. Finally, given the sign of each factor in (6.47d) the sign of the product can be taken out. It is $(-)^{\ell_{\gamma}}$, due to the $\ell_{\gamma}$ long arcs in $\gamma^{(n)}$.

Upon evaluating the trace of the exterior operators one is led to the same expression ( 6.47 d ), with $\gamma_{\text {int }}^{(n)}$ replaced by $\gamma_{\mathrm{ext}}^{(n)}$. This is because the additional sign in definition (6.24) of the exterior operators cancels the change in the orientation of the normals relative to the velocity vectors.

### 6.3.3. Performing the trace

Now, with the prefactors written as mixed derivatives of the action in (6.47d) we can follow the standard procedure to derive the semiclassical trace formula. We apply the stationary phase approximation to the $n$-dimensional trace integral. At first, the contributing saddle points are assumed to be isolated. This amounts to the assumption that the corresponding classical billiard dynamics is hyperbolic [3]. The case of an integrable system is treated afterwards.

Combining Eqs. (6.30) and (6.47), together with (A.30), yields

$$
\begin{align*}
\operatorname{tr}\left[\left(\mathrm{P}^{\text {int }}\right)^{n}\right] & =\sum_{\gamma \in\left\{\gamma_{\text {int }}^{(n)}\right\}} \frac{n}{r_{\gamma}} \frac{1}{\rho^{n}} \frac{\prod_{j=1}^{n}\left|\rho^{2} \frac{\partial^{2} \mathrm{~A}(\gamma)}{\partial s_{j} \partial s_{j+1}}\right|^{1 / 2}}{\left|\operatorname{det}\left(\frac{\partial^{2} \mathrm{~A}(\gamma)}{\partial s_{k} \partial s_{l}}\right)_{k, l}\right|^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{ivA}(\gamma)} \mathrm{e}^{-\mathrm{i}(\pi / 2)\left(\ell_{\gamma}+v_{\gamma}\right)} \\
& =\sum_{\gamma \in\left\{\gamma_{\text {int }}^{(n)}\right\}} \frac{n}{r_{\gamma}} \frac{1}{|\operatorname{tr}(\mathrm{M}(\gamma)-2)|^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{ivA}(\gamma)} \mathrm{e}^{-\mathrm{i}(\pi / 2) \mu_{\gamma}} \tag{6.49}
\end{align*}
$$

The factor $n / r_{\gamma}$ appears because the sum is taken over all $n$-periodic orbits of the interior billiard rather than over all contributing saddle points. Each $n$-periodic orbit (with repetition number $r_{\gamma}$ ) corresponds to $n / r_{\gamma}$ distinct saddle points $\underline{s}$, which are related by a cyclic shift of their components. For the last equality in (6.49) we used once more the fact that $\gamma_{\text {int }}^{(n)}$ is a classical periodic orbit of a billiard problem. This implies a general relation between the derivatives of the generating function of the billiard map $\mathbf{A}\left(\gamma^{(n)}\right)$ and the stability matrix $\mathrm{M}\left(\gamma^{(n)}\right)$ [127],

$$
\begin{equation*}
\operatorname{det}\left[\left(\frac{\partial^{2} \mathrm{~A}\left(\gamma^{(n)}\right)}{\partial s_{k} \partial s_{l}}\right)_{k, l}\right]=(-)^{n}\left[\operatorname{tr} \mathrm{M}\left(\gamma^{(n)}\right)-2\right] \prod_{j=1}^{n} \frac{\partial^{2} \mathrm{~A}\left(\gamma^{(n)}\right)}{\partial s_{j} \partial s_{j-1}} . \tag{6.50}
\end{equation*}
$$

Its modulus was taken to derive (6.49). The integer $\mu_{\gamma}:=\ell_{\gamma}+v_{\gamma}$ denotes the total number of conjugate points. Here, $v_{\gamma}$ is given by the number of negative eigenvalues of the determinant in the dominator. It counts those conjugate points along the trajectory, which are due to the focusing and defocusing effect of the boundary. The remaining, trivial conjugate points, which show up at each long arc (after an angle of $\pi$ ), are taken into account by $\ell_{\gamma}$.

For later reference, let us mention that the dual partner orbit of $\gamma^{(n)}$, denoted as $\bar{\gamma}^{(n)}$, has

$$
\begin{equation*}
\mu_{\bar{\gamma}}=2 n-\mu_{\gamma} \tag{6.51}
\end{equation*}
$$

conjugate points: as discussed in Section 3.2.3 the dual orbits consists of the arcs complementary to those of $\gamma^{(n)}$ and has opposite orientation. From (6.2) we find $\mathrm{A}\left(\bar{\gamma}^{(n)}\right)=n-\mathrm{A}\left(\gamma^{(n)}\right)$ and it follows that $v_{\bar{\gamma}}=n-v_{\gamma}$ since every element of the matrix of second derivatives in (6.49) is multiplied by $(-1)$. By definition we have $\ell_{\bar{\gamma}}=n-\ell_{\gamma}$ leading to (6.51). Note also that the stabilities of dual periodic orbits are equal, $\operatorname{tr} \mathrm{M}(\bar{\gamma})=\operatorname{tr} \mathrm{M}(\gamma)$, which follows from Eq. (6.50).
6.3.3.1. The trace formula for the spectral counting function. Inserting the expression for the trace (6.49) into (6.29) we obtain the fluctuating number counting function attributed to the interior map operator.

$$
\begin{align*}
\mathrm{N}_{\text {osc }}^{\text {skip(int })} & :=\frac{1}{\pi} \operatorname{Im} \sum_{n=1}^{\infty} \frac{(\mp)^{n}}{n} \operatorname{tr}\left[\left(\mathrm{P}^{\text {int }}\right)^{n}\right] \\
& =\frac{1}{\pi} \operatorname{Im} \sum_{n=1}^{\infty} \sum_{\gamma \in\left\{\gamma_{\text {int }}^{(n)}\right\}} \frac{(\mp)^{n}}{r_{\gamma}} \frac{1}{|\operatorname{tr} \mathrm{M}(\gamma)-2|^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{ivA}(\gamma)-\mathrm{i}(\pi / 2) \mu_{\gamma}} \tag{6.52}
\end{align*}
$$

$$
\begin{equation*}
=\frac{1}{\pi} \sum_{\gamma \in\left\{\gamma_{\text {int }}\right\}} \frac{(\mp)^{n_{\gamma}}}{r_{\gamma}|\operatorname{tr} \mathrm{M}(\gamma)-2|^{1 / 2}} \sin \left(2 \pi v \mathrm{~A}(\gamma)-\frac{\pi}{2} \mu_{\gamma}\right) . \tag{6.52a}
\end{equation*}
$$

It is naturally associated with the interior problem, since the sum includes all periodic orbits $\left\{\gamma_{\text {int }}\right\}$ of the interior billiard problem (with $n_{\gamma}$ the number of reflections). If we are originally interested in the Dirichlet spectrum of the interior billiard we have to choose the upper sign in (6.52). In this case each reflection is associated with an additional phase shift of $\pi$. The lower sign is to be taken if the spectral problem was originally formulated for the exterior spectrum. In this case (6.52) provides the spurious interior Neumann spectrum which is included by the double layer equation. It differs from the Dirichlet spectrum merely by the fact that there is no phase shift associated with the reflections at the billiard boundary.

The second factor of the spectral function (6.27) yields a number counting function which includes the trace over powers of the exterior operators. In complete analogy to the treatment above one obtains a periodic orbit sum like Eq. (6.49). As the only difference, the sum is over all the periodic orbits $\gamma_{\text {ext }}$ of the exterior classical billiard map,

$$
\begin{align*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}(\mathrm{ext})} & :=\frac{1}{\pi} \operatorname{Im} \sum_{n=1}^{\infty} \frac{( \pm)^{n}}{n} \operatorname{tr}\left[\left(\mathrm{P}^{\mathrm{ext}}\right)^{n}\right]  \tag{6.53}\\
& =\frac{1}{\pi} \sum_{\gamma \in\left\{\gamma_{\mathrm{ext}}\right\}} \frac{( \pm)^{n_{\gamma}}}{r_{\gamma}|\operatorname{tr} \mathrm{M}(\gamma)-2|^{1 / 2}} \sin \left(2 \pi v \mathrm{~A}(\gamma)-\frac{\pi}{2} \mu_{\gamma}\right) . \tag{6.53a}
\end{align*}
$$

Like above, an additional phase shift of $\pi$ is associated with each reflection if the original double layer equation was formulated for the same domain as the orbits are taken from (upper sign in (6.53a)). Again there is no shift if the periodic orbit sum represents the spurious solutions of the double layer equation which belong to the complementary domain (lower sign). The fact that the trace formulas for Dirichlet and Neumann boundary conditions differ only by a phase is also known from the theory of non-magnetic quantum billiards [81].

We conclude that for either the interior or the exterior Dirichlet problem the fluctuating number function is given by

$$
\begin{equation*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}}(v)=\frac{1}{\pi} \sum_{\gamma} \frac{1}{r_{\gamma}|\operatorname{tr~} \mathrm{M}(\gamma)-2|^{1 / 2}} \sin \left(2 \pi \nu \mathrm{~A}(\gamma)-\pi n_{\gamma}-\frac{\pi}{2} \mu_{\gamma}\right), \tag{6.54}
\end{equation*}
$$

where the sum is over all periodic orbits in the respective domain.
This final result is in complete agreement with the standard trace formulas. One could have used them without the preceding derivation. However, the exclusion of the non-physical trajectories would remain an act of faith. The derivation above provides a sound basis for the intuitively sound results.

### 6.3.4. Geometric interpretation

At this point a brief discussion of the geometric meaning of a trajectory's scaled action is in order. We start with the observation that the actions of short and long arcs are given by identical
expressions once the parameter

$$
\sigma_{j}:=\frac{\left(\mathbf{r}_{j+1}-\mathbf{c}_{j}\right) \times\left(\mathbf{r}_{j+1}-\mathbf{r}_{j}\right)}{\rho\left|\mathbf{r}_{j+1}-\mathbf{r}_{j}\right|}= \begin{cases}-\cos \left(\alpha_{j}\right) & \text { if "short" arc }  \tag{6.55}\\ +\cos \left(\alpha_{j}\right) & \text { if "long" arc }\end{cases}
$$

is introduced to describe the $j$ th arc. Unlike the angle $\alpha_{j}$ (6.32), it is not just a function of $\mathbf{r}_{j}$ and $\mathbf{r}_{j+1}$ but it contains information on the type of the arc through its sign: $\sigma_{j}$ is negative for short arcs and positive for long ones. The geometric parts of the actions of short and long arcs, (6.1) and (6.2), now assume the common form

$$
\begin{equation*}
\mathrm{a}\left(\mathbf{r}_{j+1} ; \mathbf{r}_{j}\right)=\frac{1}{\pi}\left(\frac{\pi}{2}+\arcsin \left(\sigma_{j}\right)-\sigma_{j} \sqrt{1-\sigma_{j}^{2}}-\frac{\mathbf{r}_{j+1} \times \mathbf{r}_{j}}{2 \rho^{2}}\right), \tag{6.56}
\end{equation*}
$$

which is a remarkable simplification. ${ }^{14}$ It allows to show immediately that a periodic orbit $\gamma$ (of period $n$ ) exhibits a geometric action (6.46)

$$
\begin{equation*}
\mathrm{A}\left(\gamma^{(n)}\right)=\sum_{j=1}^{n} \mathrm{a}\left(\mathbf{r}_{j+1}, \mathbf{r}_{j}\right)=\frac{\rho \mathscr{L}_{\gamma} \pm \mathscr{A}_{\gamma}}{\rho^{2} \pi}, \tag{6.57}
\end{equation*}
$$

which is given by the length of the trajectory,

$$
\begin{align*}
\mathscr{L}_{\gamma} & :=\rho \sum_{j=1}^{n}\left(\pi+2 \arcsin \left(\sigma_{j}\right)\right)  \tag{6.58}\\
& =\rho \frac{\mathrm{d}}{\mathrm{~d} v}\left[2 \pi v \mathrm{~A}\left(\gamma^{(n)}\right)\right] \tag{6.58a}
\end{align*}
$$

and the enclosed area,

$$
\begin{equation*}
\mathscr{A}_{\gamma}:=\mathscr{A}_{\gamma}^{\text {poly }} \mp \sum_{j=1}^{n}\left(\frac{\pi}{2}+\arcsin \left(\sigma_{j}\right)+\sigma_{j} \sqrt{1-\sigma_{j}^{2}}\right) \rho^{2} . \tag{6.59}
\end{equation*}
$$

Here, $\mathscr{A}_{\gamma}^{\text {poly }}$ is the area of the polygon defined by the points of reflection $\left\{\mathbf{r}_{j}\right\}$ and each of the summands in (6.59) is equal to the area enclosed by the $j$ th arc and the chord connecting its initial and final points, cf. (2.44). (Overlapping parts of the enclosed area are counted according to their multiplicity.)

Eq. (6.58a) follows bearing in mind that $\rho$ and $\sigma_{i}$ are functions of $v$, cf. (2.37). It illustrates the fact that the excursion time of a trajectory is given by the derivative of its action with respect to energy. Using the proper scaled energy $\tilde{E}=2 v$ (cf. the discussion of (2.37)) we obtain the scaled time of flight $\tau_{\gamma}$ of the periodic orbit,

$$
\begin{equation*}
\tau_{\gamma}=\frac{\mathrm{d}}{\mathrm{~d}(2 v)}\left[2 \pi v \mathrm{~A}\left(\gamma^{(n)}\right)\right]=\sum_{j=1}^{n}\left(\frac{\pi}{2}+\arcsin \left(\sigma_{j}\right)\right) . \tag{6.60}
\end{equation*}
$$

[^14]6.3.4.1. Density of skipping states. The formula for the fluctuating part of the density of skipping states (3.15) follows by taking the derivative of the number counting function (6.54) with respect to $v$,
\[

$$
\begin{equation*}
d_{\mathrm{osc}}^{\mathrm{skip}}(v)=\frac{2}{\pi} \sum_{\gamma} \frac{\tau_{\gamma}}{r_{\gamma}|\operatorname{tr} \mathrm{M}(\gamma)-2|^{1 / 2}} \cos \left(2 \pi \nu \mathrm{~A}(\gamma)-\pi n_{\gamma}-\frac{\pi}{2} \mu_{\gamma}\right) . \tag{6.61}
\end{equation*}
$$

\]

It must be emphasized, however, that the applicability of this expression is rather restricted so far. It is valid only for the interior billiard and only if the entire phase space consists of skipping trajectories (i.e., for weak fields only). In all other cases any attempt to include the cyclotron contributions "by hand" yields unsatisfactory results [76,131].
6.3.4.2. Magnetization density. Another derivative of the action occurs in the definition of the scaled magnetization density (3.26) which was discussed in Section 3.4. We find that it is determined by the area $\mathscr{A}_{\gamma}$ enclosed by the trajectory (6.59),

$$
\begin{equation*}
\left(-b^{2} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}}-v \frac{\mathrm{~d}}{\mathrm{~d} v}\right)[2 \pi v \mathrm{~A}(\gamma)]= \pm \frac{2}{b^{2}} \mathscr{A}_{\gamma} \tag{6.62}
\end{equation*}
$$

The semiclassical expression for the fluctuating part of the scaled magnetization density is obtained by applying the derivatives in (6.62) to the trace formula for $\mathrm{N}_{\text {osc }}$, cf. (3.26). Assuming that all periodic orbits are isolated and of the skipping type we find

$$
\begin{equation*}
\tilde{m}^{\mathrm{osc}}(v)= \pm 2 \sum_{\gamma} \frac{\mathscr{A}_{\gamma} /\left(b^{2} \pi\right)}{r_{\gamma}|\operatorname{tr~M}(\gamma)-2|^{1 / 2}} \cos \left(2 \pi v \mathrm{~A}(\gamma)-\pi n_{\gamma}-\frac{\pi}{2} \mu_{\gamma}\right) \tag{6.63}
\end{equation*}
$$

Hence, compared to the density of skipping states (6.61) each periodic orbit contribution to the scaled magnetization density includes the enclosed area in units of $b^{2} \pi$, i.e., the magnetic moment of the classical orbit rather than the scaled time of flight. Again, expression (6.63) is only applicable for the interior problem at weak fields. The corresponding, less intuitive semiclassical expression for the conventional magnetization at weak fields may be found in [71].

### 6.4. Trace formula for the integrable case

In the previous section the classical billiard map was assumed to be hyperbolic. We now shift to the other extreme, the disk billiard, which exhibits integrable motion.

### 6.4.1. The disk billiard

The periodic orbit formula for the density of states in the interior of the magnetic disk was derived recently by Blaschke et al. [76]. These authors used the trace formula by Creagh and Littlejohn [132] to account for the continuous circular symmetry of the disk.

In the following, we derive the trace formula starting from the boundary integral equation. This demonstrates how the integrable case is treated in the framework of the boundary map operators and yields an explicit formula in a straightforward manner. Moreover, the exterior case is easily included in our treatment.

Many results of the last section still apply. In particular, the factorization of the spectral function (6.27) does not depend on the type of motion, hence, we can start directly with Eqs. (6.29) and (6.53) for the interior and the exterior counting functions. However, the trace of powers of the map operators cannot be evaluated like in the hyperbolic case since the periodic orbits are not isolated but appear in continuous families [120].

The classical motion is governed by one parameter, the ratio

$$
\begin{equation*}
\Gamma_{\mathrm{d}}:=\frac{R}{\rho} \tag{6.64}
\end{equation*}
$$

between the radius of the disk $R$ and the cyclotron radius. For weak fields, $\Gamma_{\mathrm{d}}<1$, any two points on the boundary can be connected in the interior only by short arcs and in the exterior (only) by long ones. The field is strong, $\Gamma_{\mathrm{d}}>1$, if complete cyclotron orbits fit into the interior. The skipping motion then displays both types of arcs in the interior and the exterior, and two points on the boundary are no longer necessarily connected by an arc.

It is advantageous to use the polar angles $\varphi=s / R$. To be definite, we shall choose the angles always such, that adjacent points differ at most by $\pi$. Simple geometry tells that the positive angle $\alpha$, as defined in (6.5), ${ }^{15}$ obeys

$$
\begin{equation*}
\sin (\alpha)=\Gamma_{\mathrm{d}} \sin \left(\frac{\left|\varphi-\varphi_{0}\right|}{2}\right) \tag{6.65}
\end{equation*}
$$

Moreover, we note the relation

$$
\begin{equation*}
\frac{1}{2} \Gamma_{\mathrm{d}}^{2}\left|\sin \left(\varphi-\varphi_{0}\right)\right| \gtrless \sin (\alpha) \cos (\alpha) \quad \text { for } \Gamma_{\mathrm{d}} \gtrless 1 \tag{6.66}
\end{equation*}
$$

which is needed in proving almost all the equations below. Finally, geometry tells that the normal components of the reflected velocities are given by

$$
\begin{equation*}
-\hat{\mathbf{v}}_{\binom{\mathrm{S}}{\mathrm{~L}}}^{0} \hat{\mathbf{n}}_{0}=\frac{1}{\Gamma_{\mathrm{d}}}\left(\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin \left(\varphi-\varphi_{0}\right) \pm \sin (\alpha) \cos (\alpha)\right) \tag{6.67}
\end{equation*}
$$

for the short arc and long arc, respectively. They allow stating the prefactors of the map operators (6.20) and (6.21) explicitly in terms of the angle increment $\varphi-\varphi_{0}$.

### 6.4.2. Operators for the integrable map

Upon choosing the symmetric gauge, $\chi=0$, one finds that the actions of short and long arcs are merely functions of the difference of the initial and the final coordinated,

$$
\begin{equation*}
\mathrm{a}_{\mathrm{S}}\left(\varphi-\varphi_{0}\right):=\mathrm{a}_{\mathrm{S}}\left(R \varphi ; R \varphi_{0}\right)=\frac{1}{\pi}\left(\alpha+\sin (\alpha) \cos (\alpha)+\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin \left(\varphi-\varphi_{0}\right)\right) \tag{6.68}
\end{equation*}
$$

and likewise $\mathrm{a}_{\mathrm{L}}\left(\varphi-\varphi_{0}\right):=\mathrm{a}_{\mathrm{L}}\left(R \varphi ; R \varphi_{0}\right)=1-\mathrm{a}_{\mathrm{S}}\left(\varphi_{0}-\varphi\right)$. This reflects the integrability of the classical motion.

[^15]For the special case of the disk billiard the map operators (6.24) can be related directly to the magnetic generalization of the T operator [123]. Following [123] we define two operators, $\mathrm{T}_{\mathrm{S}}$ and $\mathrm{T}_{\mathrm{L}}$, entirely in terms of the actions of a short and long arc, $\eta \in\{\mathrm{S}, \mathrm{L}\}$, respectively, with kernels

$$
\begin{equation*}
\mathrm{t}_{\eta}\left(\varphi ; \varphi_{0}\right):=\frac{1}{(2 \pi \mathrm{i})^{1 / 2}}\left(\frac{\mathrm{~d}^{2}\left(2 \pi v \mathrm{a}_{\eta}\right)}{\mathrm{d} \varphi \mathrm{~d} \varphi_{0}}\left(\varphi-\varphi_{0}\right)\right)^{1 / 2} \mathrm{e}^{2 \pi \mathrm{iva}} . \tag{6.69}
\end{equation*}
$$

Evaluating the mixed second derivatives of the actions, one finds that they may be stated in a form

$$
\begin{align*}
\frac{\mathrm{d}^{2} \mathrm{a}_{\mathrm{S}}}{\mathrm{~d} \varphi \mathrm{~d} \varphi_{0}}\left(\varphi-\varphi_{0}\right) & =\frac{1}{2 \pi} \frac{\left(\sin (\alpha) \cos (\alpha)+\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin \left(\varphi-\varphi_{0}\right)\right)^{2}}{\sin (\alpha) \cos (\alpha)}  \tag{6.70}\\
\frac{\mathrm{d}^{2} \mathrm{a}_{\mathrm{L}}}{\mathrm{~d} \varphi \mathrm{~d} \varphi_{0}}\left(\varphi-\varphi_{0}\right) & =-\frac{1}{2 \pi} \frac{\left(\sin (\alpha) \cos (\alpha)-\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin \left(\varphi-\varphi_{0}\right)\right)^{2}}{\sin (\alpha) \cos (\alpha)} \tag{6.71}
\end{align*}
$$

which permits the direct comparison with Eq. (6.67). It follows that the operators $P_{S}^{\text {int }}$ and $P_{S}^{\text {ext }}$ (cf. Eq. (6.24)) are given essentially in terms of $\mathrm{T}_{\mathrm{S}}$ :

$$
\begin{align*}
& \mathrm{p}_{\mathrm{S}}^{\mathrm{int}}\left(R \varphi, R \varphi_{0}\right)=\mathrm{t}_{\mathrm{S}}\left(\varphi ; \varphi_{0}\right) \frac{b}{R} \begin{cases}\Theta\left(\varphi-\varphi_{0}\right) & \text { if } \Gamma_{\mathrm{d}}>1, \\
1 & \text { if } \Gamma_{\mathrm{d}}<1,\end{cases}  \tag{6.72}\\
& \mathrm{p}_{\mathrm{S}}^{\mathrm{ext}}\left(R \varphi, R \varphi_{0}\right)=\mathrm{t}_{\mathrm{S}}\left(\varphi ; \varphi_{0}\right) \frac{b}{R} \begin{cases}\Theta\left(\varphi_{0}-\varphi\right) & \text { if } \Gamma_{\mathrm{d}}>1 \\
0 & \text { if } \Gamma_{\mathrm{d}}<1\end{cases} \tag{6.73}
\end{align*}
$$

They vanish whenever there is no classically allowed trajectory connecting the initial and the final point in the considered domain. Similarly, the operators $P_{L}^{\text {int }}$ and $P_{L}^{\text {ext }}$ are given as restrictions of $T_{L}$.

$$
\begin{align*}
& \mathrm{p}_{\mathrm{L}}^{\mathrm{int}}\left(R \varphi, R \varphi_{0}\right)=-\mathrm{t}_{\mathrm{L}}\left(\varphi ; \varphi_{0}\right) \frac{b}{R} \begin{cases}\Theta\left(\varphi-\varphi_{0}\right) & \text { if } \Gamma_{\mathrm{d}}>1, \\
0 & \text { if } \Gamma_{\mathrm{d}}<1,\end{cases}  \tag{6.74}\\
& \mathrm{p}_{\mathrm{L}}^{\mathrm{ext}}\left(R \varphi, R \varphi_{0}\right)=-\mathrm{t}_{\mathrm{L}}\left(\varphi ; \varphi_{0}\right) \frac{b}{R} \begin{cases}\Theta\left(\varphi_{0}-\varphi\right) & \text { if } \Gamma_{\mathrm{d}}>1, \\
1 & \text { if } \Gamma_{\mathrm{d}}<1 .\end{cases} \tag{6.75}
\end{align*}
$$

Here we assume $\left|\varphi-\varphi_{0}\right| \leqslant \pi$ (as throughout this section).

### 6.4.3. The explicit trace formula

To obtain a semiclassical expression for the number counting function we start by calculating the kernel of the $N$ th power $\left(\mathrm{P}^{\text {int }}\right)^{N}$ at coinciding initial and final point $s_{0}$. It is given by a ( $N-1$ )-dimensional integral,

$$
\begin{equation*}
\left(\mathrm{p}^{\mathrm{int}}\right)^{N}\left(s_{0}, s_{0}\right)=\int \prod_{j=1}^{N}\left[\left(\mathrm{p}_{\mathrm{S}}^{\mathrm{int}}+\mathrm{p}_{\mathrm{L}}^{\mathrm{int}}\right)\left(s_{j}, s_{j-1}\right)\right] \frac{\mathrm{d} s_{1} \ldots \mathrm{~d} s_{N-1}}{b^{N-1}} \tag{6.76}
\end{equation*}
$$

with fixed $s_{N} \equiv s_{0}$. This integral may be evaluated by the stationary phase method. For the same reason as above (Section 6.3.1) only the saddle points contribute which correspond to a physically allowed trajectory. However, they are now required to start and end at the point $s_{0}$. Each saddle point is characterized by the constant angular increment $\Delta \varphi$, the $j$ th component given by

$$
\begin{equation*}
\varphi_{j}=\varphi_{0}+j \Delta \varphi, \quad j=0, \ldots, N-1 . \tag{6.77}
\end{equation*}
$$

For given $N$ there is a finite number of possible increments

$$
\Delta \varphi \in \mathscr{P}_{\mathrm{int}}^{N}= \begin{cases}+2 \pi \frac{M}{N} ; M=1,2, \ldots, M_{\max } & \text { if } \Gamma_{\mathrm{d}}>1  \tag{6.78}\\ \pm 2 \pi \frac{M}{N} ; M=1,2, \ldots, M_{\max } & \text { if } \Gamma_{\mathrm{d}}<1\end{cases}
$$

Here, the second index $M$ has the meaning of a winding number. ${ }^{16}$ It gives the number of times the trajectory encircles the origin. The maximum value is given by

$$
M_{\max }= \begin{cases}{\left[\arcsin \left(1 / \Gamma_{\mathrm{d}}\right) N / \pi\right]} & \text { if } \Gamma_{\mathrm{d}}>1,  \tag{6.79}\\ {[N / 2]} & \text { if } \Gamma_{\mathrm{d}}<1,\end{cases}
$$

where [.] indicates the integer part. The stationary phase approximation (A.30) brings about a ( $N-1$ )-dimensional matrix of second derivatives. Its determinant is easily calculated since the difference between adjacent angles is constant:

$$
\begin{align*}
\operatorname{det}\left(\frac{\partial^{2} \sum \mathrm{a}\left(\varphi_{j+1}-\varphi_{j}\right)}{\partial \varphi_{k} \partial \varphi_{l}}\right)_{k, l=1 . . N-1} & =\left(\mathrm{a}^{\prime \prime}(\Delta \varphi)\right)^{N-1} \operatorname{det}\left(\begin{array}{cccc}
2 & -1 & & 0 \\
-1 & \ddots & \ddots & \\
& \ddots & \ddots & -1 \\
0 & & -1 & 2
\end{array}\right) \\
& =N\left(\mathrm{a}^{\prime \prime}(\Delta \varphi)\right)^{N-1} \tag{6.80}
\end{align*}
$$

The number of negative eigenvalues is $v_{\mathrm{A}}=0$ or $v_{\mathrm{A}}=N-1$, respectively, for positive or negative sign of $\mathrm{a}^{\prime \prime}(\Delta \varphi)$ (i.e., for long or short arcs).

Taking the square-root of (6.80) cancels all but one of the prefactors in the integrand of Eq. (6.76). Altogether, the kernel $\left(\mathrm{p}_{\mathrm{S}}^{\text {int }}+\mathrm{p}_{\mathrm{L}}^{\text {int }}\right)^{N}\left(s_{0}, s_{0}\right)$ is given by

$$
\begin{align*}
& \frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \frac{1}{\sqrt{N}} \frac{b}{R} \sum_{\Delta \varphi \in \mathscr{P}_{\text {int }}^{N}}\left\{\left|\frac{\mathrm{~d}^{2}\left(2 \pi v \mathrm{a}_{\mathrm{S}}(\Delta \varphi)\right)}{\mathrm{d} \varphi^{2}}\right|^{1 / 2} \mathrm{e}^{N 2 \pi \mathrm{ivas}(\Delta \varphi)-\mathrm{i}(\pi / 2)(N-1)}\right. \\
& \left.\quad+\left|\frac{\mathrm{d}^{2}\left(2 \pi v \mathrm{a}_{\mathrm{L}}(\Delta \varphi)\right)}{\mathrm{d} \varphi^{2}}\right|^{1 / 2} \mathrm{e}^{N 2 \pi \mathrm{i} \mathrm{va}_{\mathrm{L}}(\Delta \varphi)-\mathrm{i}(\pi / 2) N} \Theta\left(\Gamma_{\mathrm{d}}-1\right)\right\} \tag{6.81}
\end{align*}
$$

It is a sum over all families of interior periodic orbits where each family is represented by the orbit starting at $s_{0}$.

The $N$ th power of the exterior operators, $\left(\mathrm{P}_{\mathrm{S}}^{\text {ext }}+\mathrm{P}_{\mathrm{L}}^{\text {ext }}\right)^{N}$, assumes the same form except for the Heaviside function which appears in the short arc term of the sum. Naturally, the summation is now over the exterior periodic orbit families, the respective increments given by the set

$$
\mathscr{P}_{\mathrm{ext}}^{N}= \begin{cases}-2 \pi \frac{M}{N} ; M=1,2, \ldots, M_{\max } & \text { if } \Gamma_{\mathrm{d}}>1  \tag{6.82}\\ \pm 2 \pi \frac{M}{N} ;=1,2, \ldots, M_{\max } & \text { if } \Gamma_{\mathrm{d}}<1 .\end{cases}
$$

[^16]As the last step in forming the trace $\operatorname{tr}\left\{\left(\mathrm{P}^{\text {int }}\right)^{N}\right\}$ we have to integrate $s_{0}$. Since expression (6.81) does not depend on $s_{0}$ this simply adds the factor $2 \pi R / b$.

It follows that the fluctuating number function due to the skipping orbits (6.52) assumes the form

$$
\begin{align*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skjp}(\text { int })}= & \left(\frac{2 v}{\pi}\right)^{1 / 2} \sum_{N=2}^{\infty} \frac{1}{N^{3 / 2}} \sum_{\Delta \varphi \in \mathscr{P}_{\text {int }}^{N}}\left\{\frac{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)+\sin (\alpha) \cos (\alpha)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}}\right. \\
& \times \sin \left(2 \pi v N \mathrm{a}_{\mathrm{S}}(\Delta \varphi)+N \frac{\pi}{2}+\frac{\pi}{4}\right)+\frac{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)-\sin (\alpha) \cos (\alpha)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \\
& \left.\times \sin \left(2 \pi v N \mathrm{a}_{\mathrm{L}}(\Delta \varphi)+N \frac{\pi}{2}-\frac{\pi}{4}\right) \Theta\left(\Gamma_{\mathrm{d}}-1\right)\right\} \tag{6.83}
\end{align*}
$$

with $\alpha \equiv \arcsin \left(\Gamma_{\mathrm{d}} \sin (|\Delta \varphi| / 2)\right)$. Analogously, the periodic orbit sum for the exterior problem is given by

$$
\begin{align*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}(\text { ext })}= & \left(\frac{2 v}{\pi}\right)^{1 / 2} \sum_{N=2}^{\infty} \frac{1}{N^{3 / 2}} \sum_{\Delta \varphi \in \mathscr{P}_{\mathrm{cxt}}^{N}}\left\{-\frac{\sin (\alpha) \cos (\alpha)+\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}}\right. \\
& \times \sin \left(2 \pi \nu N \mathrm{a}_{\mathrm{S}}(\Delta \varphi)+N \frac{\pi}{2}+\frac{\pi}{4}\right) \Theta\left(\Gamma_{\mathrm{d}}-1\right)+\frac{\sin (\alpha) \cos (\alpha)-\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \\
& \left.\times \sin \left(2 \pi v N \mathrm{a}_{\mathrm{L}}(\Delta \varphi)+N \frac{\pi}{2}-\frac{\pi}{4}\right)\right\} \tag{6.84}
\end{align*}
$$

6.4.3.1. The conventional density of states. The semiclassical expression for the density of states is obtained by taking the derivative of the number function with respect to the energy. In order to compare with the result of Blaschke and Brack, which is in units of the conventional energy $E$, we have to take the derivative

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} E}=\frac{1}{E}\left(v \frac{\mathrm{~d}}{\mathrm{~d} v}-\frac{1}{2} \Gamma_{\mathrm{d}} \frac{\mathrm{~d}}{\mathrm{~d} \Gamma_{\mathrm{d}}}\right) . \tag{6.85}
\end{equation*}
$$

Applying this differential to (6.83) yields the fluctuating part of the density for the interior problem

$$
\begin{align*}
d_{\mathrm{osc}}^{\text {skip }(\text { int })}(E)= & \frac{1}{E} \frac{(2 v)^{3 / 2}}{\pi^{1 / 2}} \sum_{N=2}^{\infty} \sum_{\Delta \varphi \in \mathscr{P}_{\text {int }}^{N}} \frac{1}{\sqrt{N}}\left\{\alpha \frac{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)+\sin (\alpha) \cos (\alpha)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}}\right. \\
& \times \cos \left(2 \pi v N \mathrm{a}_{\mathrm{S}}(\Delta \varphi)+N \frac{\pi}{2}+\frac{\pi}{4}\right)+(\pi-\alpha) \frac{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)-\sin (\alpha) \cos (\alpha)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \\
& \left.\times \cos \left(2 \pi v N \mathrm{a}_{\mathrm{L}}(\Delta \varphi)+N \frac{\pi}{2}-\frac{\pi}{4}\right) \Theta\left(\Gamma_{\mathrm{d}}-1\right)\right\} \tag{6.86}
\end{align*}
$$

This periodic orbit formula is identical to the result in [76]. It approximates the quantum spectrum of the interior magnetic disk only for weak fields $\Gamma_{\mathrm{d}}<1$, when all trajectories are of the skipping type. For strong fields, $\Gamma_{\mathrm{d}}>1$, complete cyclotron orbits occur in the interior. One might wish to include the latter "by hand" into the periodic orbit sum. However, it was shown in [76] that energies close to the Landau levels cannot be reproduced this way. Rather than trying to refine the semiclassical approximation, we shall define a new spectral density of edge states below which will resolve the problem of the bulk contributions.

### 6.5. The separable case

We proceed to quantize the disk billiard for a second time-now using the separability of the quantum problem in a specific gauge. This way closed expressions for the spectral functions may be obtained, which yield explicit formulas for important quantities, such as the magnetization. Moreover, by formulating the relation to the periodic orbit formula derived in the preceding section we can examine the effect of general boundary conditions on the trace formula.

### 6.5.1. The disk billiard revisited

The magnetic disk turns into a separable problem if we choose the symmetric gauge, $\chi=0$, and place the center of the disk at the origin. In this case the canonical angular momentum $L$ is conserved and the eigenstates are characterized by the quantum number

$$
\begin{equation*}
m=\frac{L}{\hbar}=\frac{c^{2}-\rho^{2}}{b^{2}} . \tag{6.87}
\end{equation*}
$$

In the second part of (6.87) we state the scaled angular momentum in terms of the radial distance $c$ of the center of motion, cf. (2.12). Along with the cyclotron radius $\rho$ the latter determines whether the classical motion is of the skipping type. This is the case for $R-\rho<c<R+\rho$. Hence, a quantum state (of energy $v$ ) corresponds to classically skipping motion if its angular momentum quantum number $m$ is bounded from above and below by

$$
\begin{equation*}
m_{\max }=\tilde{R}^{2}+2 \sqrt{v} \tilde{R} \tag{6.88}
\end{equation*}
$$

and

$$
\begin{equation*}
m_{\min }=\max \left(\tilde{R}^{2}-2 \sqrt{v} \tilde{R},-v\right) \tag{6.88a}
\end{equation*}
$$

respectively. Here, the scaled radius $\tilde{R}:=R / b$ enters as the only external parameter.
We start with the traditional Bohr-Sommerfeld quantization method and proceed to discuss its relation to the periodic orbit formula of Section 6.4. The exact quantization in terms of special functions is discussed in Appendix A.3.

### 6.5.2. Semiclassical quantization

Using polar coordinates $(r, \vartheta)$, the ansatz

$$
\begin{equation*}
\psi(r, \vartheta)=\frac{\varphi(r / b)}{\sqrt{r / b}} \mathrm{e}^{\mathrm{i} m \vartheta} \tag{6.89}
\end{equation*}
$$

transforms Eq. (4.1) into the form of a one-dimensional Schrödinger equation for the radial function $\varphi(\tilde{r})$.

$$
\begin{equation*}
-\frac{1}{4} \varphi^{\prime \prime}(\tilde{r})+\left(\frac{1}{4} \frac{\left(\tilde{r}^{2}-m\right)^{2}-\frac{1}{4}}{\tilde{r}^{2}}-v\right) \varphi(\tilde{r})=0 \tag{6.90}
\end{equation*}
$$

It may be solved to leading order in $b^{2}$ using the standard WKB technique, see e.g. [39,133].
6.5.2.1. The semiclassical wave function. It follows that in the energetically allowed region the resulting semiclassical wave function has the form

$$
\begin{equation*}
\psi^{(\mathrm{sc})}(r, \vartheta)=\mathscr{N}_{\text {disk }} \frac{\cos \left(\Phi_{\text {disk }}^{\mathrm{int} / \mathrm{ext}}\left(v, m, \frac{r}{b}\right)-\frac{\pi}{4}\right)}{\left(4 v \frac{r}{b}-\left(\left(\frac{r}{b}\right)^{2}-m\right)^{2}\right)^{1 / 4}} \mathrm{e}^{\mathrm{i} m \vartheta} \tag{6.91}
\end{equation*}
$$

Here, the phases $\Phi_{\text {disk }}^{\text {int }}$ and $\Phi_{\text {disk }}^{\text {ext }}$ are obtained by an integration starting at the interior and exterior classical turning points of the radial motion, respectively.

$$
\begin{align*}
\Phi_{\mathrm{disk}}^{\mathrm{int}}(v, m, \tilde{r})= & \frac{1}{2} \sqrt{4 v \tilde{r}^{2}-\left(\tilde{r}^{2}-m\right)^{2}}-\left(v+\frac{m}{2}\right) \arctan \left(\frac{2 v+m-\tilde{r}^{2}}{\sqrt{4 v \tilde{r}^{2}-\left(\tilde{r}^{2}-m\right)^{2}}}\right) \\
& -\frac{m}{2} \arctan \left(\frac{(2 v+m) \tilde{r}^{2}-m^{2}}{m \sqrt{4 v \tilde{r}^{2}-\left(\tilde{r}^{2}-m\right)^{2}}}\right)+\frac{\pi}{2}\left(v+\frac{m-|m|}{2}\right) \tag{6.92}
\end{align*}
$$

and

$$
\begin{equation*}
\Phi_{\mathrm{disk}}^{\mathrm{ext}}(v, m, \tilde{r})=\pi\left(v+\frac{m-|m|}{2}\right)-\Phi_{\mathrm{disk}}^{\mathrm{ext}}(v, m, \tilde{r}) \tag{6.93}
\end{equation*}
$$

As for the normalization factor $\mathscr{N}_{\text {disk }}$, we find [133]

$$
\begin{equation*}
\left(\mathscr{N}_{\text {disk }}\right)^{-2}:=\frac{\pi^{2}}{4} \mp \frac{\pi}{2} \arctan \left(\frac{2 v+m-\tilde{R}^{2}}{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}\right) \tag{6.94}
\end{equation*}
$$

where again the upper sign stands for the interior problem.
6.5.2.2. A spectral function. Allowing for general boundary conditions (3.6) at the disk radius $r=R$, we obtain the quantization condition

$$
\begin{align*}
& \pm \cot \left(\Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}(v, m, \tilde{R})-\frac{\pi}{4}\right) \\
& \quad=-\frac{( \pm \Lambda)\left(4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}\right)^{3 / 2}}{2 \sqrt{v} \tilde{R}\left(4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}\right)+( \pm \Lambda) \tilde{R}^{2}\left(2 v+m-\tilde{R}^{2}\right)} . \tag{6.95}
\end{align*}
$$

The boundary condition enters on the right side through the dimensionless ${ }^{17}$ mixing parameter $\Lambda$ (3.7) which vanishes for Dirichlet boundary conditions. In order to transform the dependence on the boundary condition into a phase shift $\alpha_{A}$, we define

$$
\begin{equation*}
\alpha_{\Lambda}(v, m, \tilde{R}):=\arctan \left(\frac{( \pm \Lambda)\left(4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}\right)^{3 / 2}}{2 \sqrt{v} \tilde{R}\left(4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}\right)+( \pm \Lambda) \tilde{R}^{2}\left(2 v+m-\tilde{R}^{2}\right)}\right) \tag{6.96}
\end{equation*}
$$

The semiclassical quantization condition (6.95) is then readily brought into a form,

$$
\begin{equation*}
\cos \left(\Phi_{\text {disk }}^{\mathrm{int} / \mathrm{ext}}(v, m, \tilde{R}) \mp \alpha_{\Lambda}(v, m, \tilde{R})-\frac{\pi}{4}\right)=0 \tag{6.97}
\end{equation*}
$$

which permits a spectral function $\xi$ to be written in terms of two quantum numbers, the number of radial nodes $n$, and the angular momentum $m$,

$$
\begin{equation*}
\xi_{\text {disk }}^{(\mathrm{sc})}\left(v ; n, m, \Lambda, \frac{R}{b}\right):=\Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}\left(v, m, \frac{R}{b}\right) \mp \alpha_{\Lambda}\left(v, m, \frac{R}{b}\right)-\left(n+\frac{3}{4}\right) \pi \tag{6.98}
\end{equation*}
$$

with $n \in \mathbb{N}_{0}, m_{\min } \leqslant m \leqslant m_{\max }$ (6.88). Its zero in $v$ yields the semiclassical energy of a state with given radial and angular quantum numbers $n$ and $m$. Although the energies are defined implicitly by (6.98), the spectral function yields explicit formulas for the infinitesimal change of the energies as an external parameter is varied. For the derivative of the energy with respect to the boundary mixing parameter at Dirichlet boundary conditions $(\Lambda=0)$ we obtain

$$
\begin{equation*}
\left.\frac{\mathrm{d} v}{\mathrm{~d} \Lambda}\right|_{\Lambda=0}=-\frac{\frac{\mathrm{d}}{\frac{\mathrm{~d} \Lambda}{\mathrm{~d}} \xi_{\text {disk }}^{(\mathrm{sc})}}}{\frac{\mathrm{d}}{\mathrm{~d} v} \xi_{\mathrm{disk}}^{(\mathrm{sc})}}=\frac{\sqrt{1-\frac{\left(\tilde{R}^{2}-m\right)^{2}}{4 v \tilde{R}^{2}}}}{\frac{\pi}{2} \mp \arctan \left(\frac{2 v+m-\tilde{R}^{2}}{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}\right)} \tag{6.99}
\end{equation*}
$$

This short formula is further compressed below and needed soon.
6.5.2.3. The magnetic moment. It was shown in Section 3.4 that the scaled magnetic moment of a quantum state in the magnetic billiard is determined by the derivative of its energy with respect to the magnetic length, see (3.25). From the semiclassical spectral function (6.98) we find

$$
\begin{equation*}
b^{2} \frac{\mathrm{~d} v}{\mathrm{~d} b^{2}}=-\frac{b^{2} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}} \xi_{\mathrm{disk}}^{(\mathrm{sc})}}{\frac{\mathrm{d}}{\mathrm{~d} v} \xi_{\text {disk }}^{\text {(sc) }}}= \pm \frac{1}{2} \frac{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}{\frac{\pi}{2} \mp \arctan \left(\frac{2 v+m-\tilde{R}^{2}}{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}\right)} \tag{6.100}
\end{equation*}
$$

[^17]Alternatively, the expectation value may be calculated directly, using the semiclassical wave function (6.91). We obtain indeed, after lengthy transformations,

$$
\begin{align*}
& \frac{1}{2}\left\langle\psi^{(\mathrm{sc})}\right|(\tilde{\mathbf{r}} \times \tilde{\mathbf{v}})_{\mathrm{sym}}\left|\psi^{(\mathrm{sc})}\right\rangle=\int \operatorname{Im}\left[\psi_{(\mathrm{sc})}^{*}\left(\partial_{\vartheta}-\mathrm{i} \tilde{r}^{2}\right) \psi^{(\mathrm{sc})}\right] \mathrm{d} \vartheta \tilde{r} \mathrm{~d} \tilde{r} \\
& \quad= \pm \frac{1}{2} \frac{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}{\frac{\pi}{2} \mp \arctan \left(\frac{2 v+m-\tilde{R}^{2}}{\sqrt{4 v \tilde{R}^{2}-\left(\tilde{R}^{2}-m\right)^{2}}}\right)}-v \tag{6.101}
\end{align*}
$$

in agreement with (3.25). In the above radial integration (which is limited by the disk radius and the interior or exterior turning point, respectively), the strongly fluctuating $\cos ^{2}$-term was replaced by its mean. The fact that the exact relation (3.25) is reproduced shows that this approximation is consistent with the semiclassical one.
6.5.2.4. The bulk states. States with angular momenta beyond the bounds given by (6.88) are not included in the spectral function (6.98). Classically, they correspond to cyclotron motion. The semiclassical energies of these bulk states are determined by the condition that the two wave functions (6.91) defined from the interior and exterior turning points must match. They are given by the Landau energies $v=n+\frac{1}{2}$, and the wave functions are readily shown to exhibit a magnetic moment of $-v$.

However, the exact quantization, which is summarized given in Appendix A.3, does not distinguish between edge and bulk states and the bulk energies exhibit deviations from the Landau energies. An asymptotic treatment of these exponential corrections to the bulk energy is given in Section 7.3.1.

### 6.5.3. Relation to the periodic orbit formula

In Section 6.5 .2 the semiclassical quantization was carried out according to the traditional BohrSommerfeld rule for separable systems. It is based on the quantizing tori, i.e., those invariant manifolds in phase space whose scaled actions are integers. This should be contrasted to the periodic orbit formula for the magnetic disk derived in Section 6.4. The latter is a sum over the rational tori, whose classical frequencies are commensurate [120]. In order to sketch how the trace formula is connected to the Bohr-Sommerfeld quantization we follow the work of Berry and Tabor [119] who derived the trace formula for general integrable systems. In particular, this permits us to show how the trace formula is modified if one allows for general boundary conditions (3.6).

The semiclassical spectrum is given by the energies $v(n, m)$, which are implicitly defined as the roots of $\xi_{\text {disk }}^{\text {(sc) }}(6.98)$. We may write the spectral density as a sum over the two quantum numbers,

$$
\begin{align*}
d\left(v_{0}\right) & =\sum_{n, m} \delta\left(v_{0}-v(n, m)\right) \\
& =\bar{d}\left(v_{0}\right)+\sum_{N, M=-\infty}^{\infty} \int \mathrm{e}^{2 \pi \mathrm{i}(N n+M m)} \delta\left(v(n, m)-v_{0}\right) \mathrm{d} n \mathrm{~d} m \\
& =\bar{d}\left(v_{0}\right)+\sum_{N, M=-\infty}^{\infty} \int\left|\frac{\mathrm{d} n}{\mathrm{~d} v}\right| \mathrm{e}^{2 \pi \mathrm{i}\left(N n\left(v_{0}, m\right)+M m\right)} \mathrm{d} m \tag{6.102}
\end{align*}
$$

where the Poisson summation formula (e.g. [134]) was employed to transform the sum into an integral. (Boundary corrections which are to higher order in $v$ are neglected.) The sum excludes the term with $N=M=0$, which yields the mean density $\bar{d}$. Upon integrating $n$ the $\delta$-function selects the real valued "number" of radial nodes which is known explicitly from above.

$$
\begin{equation*}
n\left(v_{0}, m\right)=\frac{1}{\pi}\left(\Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}\left(v_{0}, m, \tilde{R}\right) \mp \alpha_{A}(v, m, \tilde{R})-\frac{3 \pi}{4}\right) . \tag{6.103}
\end{equation*}
$$

We evaluate the remaining integral in (6.102) by the stationary phase approximation. The phase shift $\alpha_{A}$ should be neglected in the saddle point condition

$$
\begin{equation*}
-2 \frac{\mathrm{~d}}{\mathrm{~d} m}\left[\Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}} \mp \alpha_{\Lambda}\right] \stackrel{!}{=} 2 \pi \frac{M}{N} \equiv \Delta \varphi \tag{6.104}
\end{equation*}
$$

since $\Phi$ is of order $v$ (while $\alpha_{A}$ is of order 1). A detailed calculation shows, that the angles $\Delta \varphi$ selected by (6.104) are indeed given by the sets $\mathscr{P}_{\text {int } / \text { ext }}^{N}$ defined in (6.78) and (6.82) (modulo $2 \pi$ ). It is now convenient to characterize the corresponding skipping trajectories by the signed sine of the angle of incidence

$$
\begin{equation*}
\varepsilon:=\frac{c^{2}-R^{2}-\rho^{2}}{2 R \rho}=\hat{\mathbf{n}} \times \hat{\mathbf{v}} \tag{6.105}
\end{equation*}
$$

such that the former quantum number $m$ is given by the real value

$$
\begin{equation*}
m=\tilde{R}^{2}+2 \sqrt{v} \tilde{R} \varepsilon \tag{6.106}
\end{equation*}
$$

One finds, after a lengthy calculation, that

$$
\begin{align*}
2 \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}+\frac{M}{N} 2 \pi m & =\pi v+2 v \arcsin (\sigma)-2 v \sigma \sqrt{1-\sigma^{2}}+\tilde{R}^{2} \sin (\Delta \varphi) \\
& =2 \pi v \mathrm{a} \tag{6.107}
\end{align*}
$$

with $\sigma=\mp(\varepsilon R+\rho) / c$ defined in (6.55), and "a" the geometric action (6.56) of one arc. Transforming the summation in (6.102) to positive $N$ we obtain, observing (A.29),

$$
\begin{align*}
d_{\mathrm{osc}}^{\mathrm{skip}}\left(v_{0}\right)= & \frac{2}{\sqrt{\pi}} \sum_{\substack{N \in \mathbb{N}, M \in \mathbb{Z}: \\
\Delta \varphi=2 \pi \frac{M}{N} \in \mathscr{P}_{\text {int } / \mathrm{ext}}^{N}}} \frac{1}{N^{1 / 2}} \frac{\frac{\mathrm{~d}}{\mathrm{~d} v} \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}}{\left|\frac{\mathrm{~d}^{2}}{\mathrm{~d} m^{2}} \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}\right|^{1 / 2}} \\
& \times \cos \left(N 2 \pi v a+N \frac{\pi}{2}+\frac{\pi}{4} \operatorname{sgn}\left(N \partial_{m}^{2} \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}\right) \mp 2 N \alpha_{\Lambda}\right) . \tag{6.108}
\end{align*}
$$

We note the derivatives

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} m^{2}} \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}=-\frac{1}{2 \tilde{R} \tilde{c} \tilde{c}} \frac{\sigma}{\sqrt{1-\varepsilon^{2}}} \tag{6.109}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} v} \Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}=\frac{\pi}{2}+\arcsin (\sigma)=\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} v}(2 \pi v a) . \tag{6.110}
\end{equation*}
$$

The last equality permits to integrate the spectral density immediately. It yields the oscillatory part of the number counting function,

$$
\begin{align*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}}\left(v_{0}\right)= & \left(\frac{2 v}{\pi}\right)^{1 / 2} \sum_{N=2}^{\infty} \sum_{\Delta \varphi \in \mathscr{P}^{N}} \frac{1}{N^{3 / 2}} \frac{\left(\frac{R c}{\rho^{2}} \sqrt{1-\varepsilon^{2}} \sqrt{1-\sigma^{2}}\right)^{1 / 2}}{\left|\sigma \sqrt{1-\sigma^{2}}\right|^{1 / 2}} \\
& \times \sin \left(2 \pi v a N+\frac{\pi}{2} N+\frac{\pi}{4} \operatorname{sgn}(\sigma) \mp 2 N \alpha_{\Lambda}\right) \tag{6.111}
\end{align*}
$$

which may be compared to the trace formulas (6.83) and (6.84) obtained from the boundary integral equations. The agreement of the prefactors follows after a tedious discrimination of the various cases (interior/exterior, short/long arcs, and $R \gtrless \rho$ ). As the only difference compared to the Dirichlet result of Section 6.4 we observe the non-vanishing phase factor $\mp 2 N \alpha_{\Lambda}$ for finite $\Lambda$.
6.5.3.1. The effect of general boundary conditions. This result suggests that, compared to Dirichlet boundary conditions, the only effect of a finite mixing parameter is the appearance of an additional phase shift at every point of reflection,

$$
\begin{align*}
\mp 2 \alpha_{\Lambda} & =-2 \arctan \left(\Lambda \frac{\sqrt{1-\varepsilon^{2}}}{1 \pm \Lambda \frac{1}{4 v} \frac{\rho / R+\varepsilon}{1-\varepsilon^{2}}}\right)  \tag{6.112}\\
& =-2 \arctan \left(\Lambda \sqrt{1-\varepsilon^{2}}\right)+\mathrm{O}\left(\Lambda^{2}\right), \quad \text { as } \Lambda \rightarrow 0 \tag{6.112a}
\end{align*}
$$

Here, we stated (6.96) in terms of the geometry of the periodic orbit (6.105) and of $v$. One might be tempted to "generalize" the result (6.112) to arbitrarily shaped billiards, by replacing the disk radius $R$ by the radius of curvature at the point of reflection. However, the phase shift at a point of zero curvature (which is given in Appendix A.6) is not reproduced correctly this way. Only the limiting expression ( 6.112 a ) for small $\Lambda$ matches with its zero curvature analogue. The latter is determined merely by the (unsigned) angle of incidence with respect to the normal at the point of reflection,

$$
\begin{equation*}
\sqrt{1-\varepsilon^{2}}=|\hat{\mathbf{n}} \hat{\mathbf{v}}| \tag{6.113}
\end{equation*}
$$

Its form coincides with the non-magnetic result [81]. This generality suggests that at small $\Lambda$ any billiard exhibits the additional phase (6.112a) at the points of reflection. All what will be needed below is this dependence to first order in $\Lambda$. It shows up in the derivative (6.99) which we can now rewrite in terms of the geometric quantities $\sigma$ and $\varepsilon$, see (6.55) and (6.105), describing the length of the arc and the angle of incidence, respectively. This way the dependence of the energy on $\Lambda$ assumes a particularly simple form,

$$
\begin{equation*}
\left.\frac{\mathrm{d} v}{\mathrm{~d} \Lambda}\right|_{\Lambda=0}=\frac{\sqrt{1-\varepsilon^{2}}}{\pi / 2+\arcsin (\sigma)} \tag{6.114}
\end{equation*}
$$

## 7. A spectral measure for edge states

In the following, two different quantitative definitions for edge states are introduced. We discuss their relation, the asymptotically smooth form of the corresponding spectral densities and their semiclassical interpretation.

### 7.1. Bulk states and edge states

In Section 3 we discussed the existence of two types of states in the spectra of magnetic billiards. The wave functions of a few typical representatives were given in Section 5, in Figs. 5.5-5.8. Observing these images one might think that it is an easy task to separate the spectrum into two distinct sets, edge states and bulk states, respectively-similar to the classical trajectories which are either skipping or cyclotron orbits. However, in general there is no way to perform such a strict partitioning. Rather, a general wave function may share some features of both, edge states and bulk states, to a certain degree and there is a gradual transition taking place between the characteristics of the two types of states.

On the other hand, there is a clear need for an objective way to separate the edge from the bulk contributions in the spectrum. Bulk states are very uninteresting. They do not contribute to transport and tend to accumulate in the vicinity of Landau levels. Moreover, their number often dominates the spectrum. In the exterior a mean density of states cannot be defined (as a derivative of a mean counting function) due to the infinite number of bulk states showing up in the vicinity of each Landau level. As a consequence, the oscillatory part of the spectral density cannot be extractedwhich seems to impede any statistical or semiclassical analysis of the exterior problem. Also in the interior the accumulation of bulk states severely complicates the analysis of the spectrum in terms of the classical skipping motion.

To the best of our knowledge, no general and objective criterion for what constitutes an edge state has been proposed so far. ${ }^{18}$ Clearly, any reasonable definition must take into account the fact that there exist transitional states between pure edge and pure bulk states [53,135]. We illustrate this gradual transition by referring to Fig. 5.11. It displays an exterior spectrum as a function of the boundary mixing parameter $\Lambda$ (3.7). In the level diagram one observes that the infinitely many states which accumulate near the Landau levels are hardly affected by changes of the boundary condition. These are bulk states. The extreme insensitivity of their energies with respect to $\Lambda$ is explained by the fact that bulk wave functions are not localized at the boundary. They approach it with an exponentially damped tail giving rise to exponentially small energy shifts. (This will be discussed quantitatively in Section 7.3.1.) Other states depend strongly on $\Lambda$ because they are localized at the boundary. They are naturally associated with edge states. The fact that states may have a transitional nature can now be seen in the right part of Fig. 5.11. One observes a sequence of bulk states which originate from the Landau level and gradually turn into edge states with a strong dependence on the boundary, i.e., a large slope. Obviously, it would be inappropriate to split this sequence at an arbitrary point into two distinct parts.

[^18]In order to quantify the notion of edge states we propose to attribute positive, real valued number $w_{n}>0$ to each eigenstate $\psi_{n}$ which gives a measure for the degree to which the state has the character of an edge state. This way a density of edge states can be defined which applies in the interior as well as in the exterior and which consistently accounts for the gradual transition from edge to bulk. As compared to the standard density (3.9) each $\delta$-contribution is weighted individually in our definition:

$$
\begin{equation*}
d_{\mathrm{edge}}(v):=\sum_{n=1}^{\infty} w_{n} \delta\left(v-v_{n}\right) . \tag{7.1}
\end{equation*}
$$

Hence, the sum still extends over all states in the spectrum, but for a proper choice of the quantum weights $w_{n}$ the bulk states are effectively suppressed by their small values. There are a few requirements which are naturally imposed on the definition of the quantum weights $w_{n}$ :
(i) The mean density of edge states $\bar{d}_{\text {edge }}$ must be well defined in the exterior.
(ii) The interior and the exterior mean densities should be equal to leading order.
(iii) As a sequence of bulk states approaches a Landau level their weights must decrease at least exponentially.
(iv) Last not least: the weights should admit a semiclassical interpretation which complies with the intuitive notion of edge states.

To make the last requirement more specific consider the semiclassical periodic orbit formula for the oscillatory part of the density of edge states. It should be a sum over the interior or exterior skipping periodic orbits which differs from expression (6.61) for the standard density at most by a classical weight $w_{\gamma}$ attributed to each periodic orbit contribution $\gamma$.

$$
\begin{equation*}
d_{\mathrm{edge}}^{\mathrm{osc}}(v)=\frac{2}{\pi} \sum_{\gamma} \frac{w_{\gamma} \tau_{\gamma}}{r_{\gamma}|\operatorname{tr~} \mathrm{M}(\gamma)-2|^{1 / 2}} \cos \left(2 \pi v \mathrm{~A}(\gamma)-\pi n_{\gamma}-\frac{\pi}{2} \mu_{\gamma}\right) . \tag{7.2}
\end{equation*}
$$

Similar to the quantum weights $w_{n}$ which must consistently fade out the bulk contributions, the classical weights $w_{\gamma}$ should vanish gradually for periodic orbits which are increasingly close to being detached from the boundary. ${ }^{19}$

In the following sections we introduce two different definitions of the quantum weights $w_{n}$ satisfying the above-mentioned requirements. The first one, which is very convenient from a mathematical point of view, is discussed in Section 7.2. It has the property that it renders the leading term of the mean edge density $\bar{d}_{\text {edge }}$ proportional to the circumference $\mathscr{L}$ of the billiard rather than the area $\mathscr{A}$.

The second definition, given in Section 7.4, is the most natural choice from a physical point of view. It has the property that the interior weights assume unit value for large cyclotron radii, i.e., it approaches the standard density if bulk states cannot exist in the interior. Consequently, the interior mean edge state density equals the standard mean density for this second definition. The relation between the two different definitions of the quantum weight is also discussed below.

[^19]
### 7.2. A spectral density based on the boundary conditions

Fig. 5.11 suggests that the slope in the level diagram provides a quantitative criterion for the degree to which a state is of the edge type. We therefore propose to weight each Dirichlet eigenstate $\left|\psi_{n}\right\rangle$ by the derivative of its energy $v_{n}$ with respect to the boundary mixing parameter at Dirichlet boundary conditions $\Lambda=0$,

$$
\begin{equation*}
w_{n}:=\left.\left.\frac{\mathrm{d} v_{n}}{\mathrm{~d} \Lambda}\right|_{\Lambda=0} \equiv \frac{b}{2 \sqrt{v}} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} \lambda}\right|_{\lambda=0} \tag{7.3}
\end{equation*}
$$

which is positive valued. It will be shown in the sequel that this definition complies with the requirements for a definition of edge states stated above. In particular it admits a semiclassically meaningful interpretation, as discussed in Section 7.2.2.

For the mean density we obtain the simple expression (cf. Section 7.3.2)

$$
\begin{equation*}
\bar{d}_{\text {edge }}(v)=\frac{\mathscr{L}}{2 \pi b} v^{1 / 2} \mp \frac{1}{2} \tag{7.4}
\end{equation*}
$$

where the upper sign stands for the interior problem. The leading order term is proportional to the circumference $\mathscr{L}$ of the billiard. As argued below, the second order term may be related to the mean curvature of the billiard boundary (which is positive from the interior and negative from the exterior).

Before discussing the various asymptotic properties which come along with definition (7.3) we present a few examples of edge spectra of interior and exterior billiards. They provide a first indication that the quantum weights succeed to sort out the bulk contributions consistently. A more quantitative check of this assertion will then be given in Section 8 where we perform a statistical analysis of the edge spectra.

An edge spectrum $\left\{\left(v_{n}, w_{n}\right)\right\}$ consists of the energies $v_{n}$ and the attributed weights $w_{n}$. Fig. 7.1 gives an example of an interior (top) and an exterior (bottom) edge spectrum at a strong magnetic field. The spectra belong to a disk billiard of unit radius and were obtained from Eqs. (A.23) and (A.25). In these plots each point belongs to one eigenstate and indicates the weights versus the energy. One observes how the weights segregate edge states with large $w_{n}$ from the bulk states. The latter accumulate at the Landau levels $v=N+\frac{1}{2}, \in \mathbb{N}_{0}$, with vanishingly small weights. They are highlighted in Fig. 7.2 which shows the same data as Fig. 7.1 on a logarithmic scale. A sequence of bulk states can be seen emanating from each Landau level and gradually turning into edge states.

Since the disk billiard has a second quantum number we can compare our characterization of edge states based on weights with a classical criterion. As discussed in Section 6.5.1 a state corresponds classically to skipping motion if the angular momentum quantum number lies within the bounds given by (6.88). In the Figs. 7.1 and 7.2 we indicate those states with constants of the motion which belong to a skipping trajectory by a full dot. The others are given by a large open dot. One observes that the effective separation produced by the weights complies with the classical criterion. At the same time it seems more appropriate to formulate the separation in terms of a continuous quantity. This is more so since a second quantum number does not exist for shapes other than the disk.

Fig. 7.3 shows the exterior edge spectrum of an ellipse billiard (which is not integrable in the magnetic field). We took the same area $\mathscr{A}$ and magnetic length $b$ as for the disk in Fig. 7.1. Comparing the ellipse spectrum to the disk one observes that they resemble in their gross features.


Fig. 7.1. Weighted spectra of the interior (top) and the exterior (bottom) magnetic disk (area $\mathscr{A}=\pi, b=0.1$ ). Each dot (open and filled) corresponds to an eigenstate $\left|\psi_{n}\right\rangle$ with the energy $v_{n}$ given by the abscissa. The ordinate indicates the attributed quantum weight $w_{n}$ defined in Eq. (7.3). It serves to distinguish edge states (with large $w_{n}$ ) from bulk states. The latter accumulate at the Landau levels $v=N+\frac{1}{2}, N \in \mathbb{N}$, and are characterized by vanishingly small weights $w_{n}$. A sequence of transitional states emanates from each Landau level and connects with the edge states. As an alternative criterion, the angular momentum quantum number permits to decide whether the state corresponds classically to skipping motion (full dots) or cyclotron motion (open dots), see text.

In particular, the bulk states behave very similarly. However, for the ellipse there are additional structures showing up in the distribution of the weights of edge states. These can be related to features of the classical (mixed chaotic) phase space, as will be shown below.

### 7.2.1. Edge state counting functions

Upon integrating the density one obtains the edge state counting function

$$
\begin{equation*}
\mathrm{N}_{\mathrm{edge}}(v):=\int_{0}^{v} d_{\mathrm{edge}}\left(v^{\prime}\right) \mathrm{d} v^{\prime}=\sum_{n=1}^{\infty} w_{n} \Theta\left(v-v_{n}\right), \tag{7.5}
\end{equation*}
$$

which is a weighted staircase. It jumps by $w_{n}$ at the corresponding spectral point $v_{n}$. Again, the sum formally includes the bulk states. We expect their contribution to be effectively eliminated by the rapid decay of the weights such that the edge state counting function should bear no marks of the


Fig. 7.2. Weighted spectra of (a) the interior and (b) the exterior magnetic disk in a semilogarithmic plot (same data as in Fig. 7.1). The logarithmic scale highlights the states which correspond classically to cyclotron motion (open dots). One observes that the respective weights decrease exponentially.


Fig. 7.3. Weighted spectrum of the exterior ellipse billiard (with eccentricity 0.8 , area $\mathscr{A}=\pi$, magnetic length $b=0.1$ ). It should be compared to the exterior disk, Fig. 7.1 (bottom). While the bulk states are very similar, one observes that the edge weights no longer lie on smooth curves but tend to cluster. These structures can be related to the classical (mixed chaotic) phase space.

Landau levels. According to (7.4) its smooth part is given by

$$
\begin{equation*}
\overline{\mathrm{N}}_{\mathrm{edge}}(v)=\frac{2}{3} \frac{\mathscr{L}}{2 \pi b} v^{3 / 2} \mp \frac{1}{2} v+\mathrm{O}(1) . \tag{7.6}
\end{equation*}
$$

Note that the leading order exhibits the same functional dependence as the phase space estimate of the skipping states for the periodic straight line problem (3.18). The only difference is an additional prefactor of $\frac{1}{2}$.

In Fig. 7.4 we compare various spectral counting functions obtained from the magnetic disk spectra given in Fig. 7.1. Curve (a) shows the total number of states in the interior. It exhibits distinct steps at the energies of the Landau levels. In the exterior a total counting function does not exist but


Fig. 7.4. Spectral counting functions for the magnetic disk $(R / b=10)$. (a) Total number of interior states. (b,c) Number of (b) exterior and (c) interior skipping states according to the angular momentum criterion. (d,e) Weighted number of edge states for the (d) exterior and (e) interior problem. When averaged the curves are well reproduced by the smooth counting functions, (3.10), (3.17), (3.16), and (7.6), respectively (not shown). The inset gives the counting functions for the first four Landau levels. The small kinks seen in $\mathrm{N}_{\text {skip }}$ and $\mathrm{N}_{\text {edge }}$ are damped away at higher energies.
the angular momentum criterion (6.88) enables counting the exterior states of the skipping type, see curve (b). The corresponding number of interior skipping states is indicated by curve (c). As one expects these two counting functions hardly exhibit steps at the Landau levels but they show a different functional dependence (given by Eqs. (3.17), (3.16)). In contrast, the weighted exterior and interior edge state counting functions, curves (d) and (e), respectively, display the same mean values to leading order. Their average is reproduced by Eq. (7.6) and no marks of the Landau levels are visible.

To examine more closely the suppression of the bulk states we plot the fluctuating part of the edge state counting function,

$$
\begin{equation*}
\mathrm{N}_{\text {edge }}^{\text {osc }}(v)=\mathrm{N}_{\text {edge }}(v)-\overline{\mathrm{N}}_{\text {edge }}(v) . \tag{7.7}
\end{equation*}
$$

Fig. 7.5 shows this quantity as obtained from the exterior spectrum. One observes that the fluctuating function hardly exhibits a signature of the Landau levels. The dotted line depicts $\mathrm{N}_{\text {edge }}^{\text {osc }}(v)$ after convolution with a narrow Gaussian which smoothes out the fluctuations. Its oscillations are due to the remnant contributions of the bulk states which are slowly damped out for higher energies. The fluctuating part of the exterior ellipse spectrum shown in Fig. 7.3 looks very similar [113].


Fig. 7.5. Solid line: oscillatory part (7.7) of the edge state counting function for the exterior magnetic disk $(R / b=10)$. (The unspecified constant part of $\overline{\mathrm{N}}_{\text {edge }}$ was not subtracted.) Dotted line: the oscillatory part convoluted by a Gaussian of width $\sigma=0.1$ minus an offset of 3.0.

### 7.2.2. The semiclassical density of edge states

The standard spectral density (3.9) is given by the derivative of the number counting function $\mathrm{N}(v)$ with respect to energy. The edge state density (7.1) may also be formally defined as a derivative, now with respect to the boundary mixing parameter $\Lambda$, at Dirichlet boundary conditions $(\Lambda=0)$,

$$
\begin{equation*}
d_{\mathrm{edge}}(v)=-\left.\frac{\mathrm{dN}(v)}{\mathrm{d} \Lambda}\right|_{\Lambda=0} \equiv-\left.\frac{b}{2 \sqrt{v}} \frac{\mathrm{dN}(v)}{\mathrm{d} \lambda}\right|_{\lambda=0} \tag{7.8}
\end{equation*}
$$

Hence, the periodic orbit expression for the oscillatory part of the edge state density can be deduced immediately once we have the semiclassical formula for $\mathrm{N}_{\text {osc }}$ at hand. For the time being, we restrict ourselves to hyperbolic systems. Combining the results of the previous section (Eqs. (6.54), (6.112a), and (6.113)), the number of states based on the skipping part of phase space is given by

$$
\begin{equation*}
\mathrm{N}_{\mathrm{osc}}^{\mathrm{skip}}(v ; \Lambda)=\frac{1}{\pi} \sum_{\gamma} \frac{(-)^{n_{\gamma}}}{r_{\gamma}|\operatorname{tr} \mathrm{M}(\gamma)-2|^{1 / 2}} \sin \left(2 \pi v \mathrm{~A}(\gamma)-\frac{\pi}{2} \mu_{\gamma}-2 \Lambda \sum_{j=1}^{n_{\gamma}}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|\right)+\mathrm{O}\left(\Lambda^{2}\right) . \tag{7.9}
\end{equation*}
$$

Compared to (6.54) the leading order dependence on $\Lambda$ is included, as discussed in Section 6.5.3. (See Tables 6.1 and 6.2 for the definition of the various quantities in (7.9).) Since the semiclassical bulk states do not depend on the boundary condition their contribution vanishes when taking the derivative. Using (7.8) one obtains the semiclassical trace formula for the edge state density at Dirichlet boundary conditions,

$$
\begin{equation*}
d_{\mathrm{edge}}^{\mathrm{osc}}(v)=\frac{2}{\pi} \sum_{\gamma} \frac{\sum_{j=1}^{n_{\gamma}}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|}{r_{\gamma}|\operatorname{tr~M}(\gamma)-2|^{1 / 2}} \cos \left(2 \pi v \mathrm{~A}(\gamma)-\pi n_{\gamma}-\frac{\pi}{2} \mu_{\gamma}\right) . \tag{7.10}
\end{equation*}
$$

This expression should be compared to that of the unweighted density of states (6.61) which was obtained by taking the derivative with respect to the energy $v$. It exhibits the scaled time of flight $\tau_{\gamma}$ (6.60) in the numerator. Hence, the periodic orbit sum (7.10) differs from the standard spectral density only by the prefactors

$$
\begin{equation*}
w_{\gamma}:=\frac{\sum_{j=1}^{n_{\gamma}}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|}{\tau_{\gamma}} . \tag{7.11}
\end{equation*}
$$

They attribute an individual classical weight to each skipping periodic orbit $\gamma$. The classical weights are given by the time averaged value for the normal component of the velocity $|\hat{\mathbf{n}} \hat{\mathbf{v}}|$ at the points of reflection. They vanish for cyclotron orbits. Similar to the quantum weights, the $w_{\gamma}$ lead to a gradual transition from edge to bulk contributions. It is easy to see that in the limit of a "grazing" trajectory of increasingly many short arcs variations in the curvature of the boundary may be neglected and the classical weights $w_{\gamma}$ approach a constant value. In the opposite case of an orbit which is almost detached from the boundary the weights vanish since the normal components of the velocities approach zero at a finite time of flight in the denominator of (7.11).

It is instructive to compare the distributions of quantum and classical weights. A direct comparison is not possible since the classical and the quantum weights are associated with different objects, eigenvalues and periodic orbits, respectively. In Fig. 7.6 we compare the distribution of classical weights to the corresponding weighted quantum spectrum. The data were obtained for the interior elliptic billiard, and are given in both cases as a function of the classical cyclotron radius $\rho$. The shade in the distribution of classical weights gives the probability for obtaining a certain weight if the trajectories are chosen randomly with respect to the invariant measure. It was approximated numerically by the histogram over a finite number of trajectories taken uniformly from phase space. ${ }^{20}$ Remarkably, one observes that the characteristic features of both distributions coincide. This shows that the quantum weights may be considered as the expectation values of an observable which has a classical limit, i.e., they measure a classical property. This holds in spite of the fact that the $w_{n}$ are defined in terms of the boundary condition, which has no classical analogue.

The bifurcating structures seen in Fig. 7.6 are due to stable periodic orbits. At the bifurcation points periodic orbits $\gamma^{(n)}$ with a fixed number of reflections $n_{\gamma}$ exhibit the smallest possible cyclotron radius ( $n_{\gamma}=6$ in the case of the rightmost structure). As the cyclotron radius increases, the orbits turn into pairs with either longer or shorter arcs. (Some of the corresponding islands of stability in phase may be identified in Fig. 3.1, left column.)

### 7.3. Asymptotic properties of edge and bulk states

We proceed to briefly discuss the leading order behavior of the bulk energies and the smooth part of the edge counting function. Both estimates are obtained in the semiclassical limit such that it is legitimate to substitute the boundary by the straight line with periodic boundary conditions discussed in Appendix A.6. The finite mean curvature and variations of the boundary curvature are expected to appear only as higher order corrections, see the discussion in Section 3.3.3.

[^20]

Fig. 7.6. Weighted edge spectrum (7.1) (top) and phase space distribution of the classical weights (7.11) (bottom) for the interior ellipse. To ease comparison, also the quantum spectrum (calculated at constant $b=0.1$, as in Fig. 7.3) is given in terms of the classical cyclotron radius $(\rho=b \times \sqrt{v})$. One observes that the quantum weights tend to mimic the structures in the distribution of classical weights (which are due to stable islands in phase space, cf. Fig. 3.1).

### 7.3.1. Bulk state energies and weights

The energy shift of a bulk state for general boundary condition is derived in Appendix A. 6 by a uniform approximation, see (A.51). An asymptotic expansion, which amounts to the WKB approximation in the energetically forbidden region, yields the expression

$$
\begin{align*}
\Delta v_{m} & \simeq \frac{1}{2 \pi} \exp \left(-2 v\left(q_{m} \sqrt{q_{m}^{2}-1}-\log \left(q_{m}+\sqrt{q_{m}^{2}-1}\right)\right)\right)  \tag{7.12}\\
& \sim \frac{1}{2 \pi}\left(\frac{2 \pi b m}{\mathscr{L}\left(N+\frac{1}{2}\right)^{1 / 2}}\right)^{2 N+1} \exp \left(N+\frac{1}{2}-2\left(\frac{\pi b m}{\mathscr{L}}\right)^{2}\right) \quad \text { as } m \rightarrow \infty \tag{7.12a}
\end{align*}
$$

with $N \in \mathbb{N}$ the Landau level and $q_{m}$ the quantized distance of the cyclotron center to the boundary, as defined in (A.49). We observe that the bulk state energies approach the Landau levels exponentially


Fig. 7.7. Bulk state energy shifts $\Delta v_{n}$, and weights $w_{n}$, for the magnetic disk $(R / b=15.0111)$ at the 50th Landau level (on a double-logarithmic scale). The interior ( $\bullet$ ) and exterior ( $\circ$ ) bulks states are approximated by the periodic line $(\times)$, cf. (7.12) and (7.13).
fast (indeed, like a Gaussian) as the integer $m$ increases, i.e., as the distance of the cyclotron motion from the boundary grows.

The weights of bulk states follow likewise, by taking the derivative of Eq. (A.51). Essentially, they decay as fast as the shifts of the bulk energies:

$$
\begin{equation*}
w_{m} \simeq 2\left(\frac{\pi^{2} b^{2} m^{2}}{\mathscr{L}^{2}\left(N+\frac{1}{2}\right)}-1\right)^{1 / 2} \Delta v_{m} \tag{7.13}
\end{equation*}
$$

In Fig. 7.7 we show exact bulk state energies and weights in a double-logarithmic representation. They belong to the interior and the exterior disk at $R / b=15.0111$ and to the 50 th Landau level. The crosses indicate the zero curvature estimates according to Eqs. (7.12) and (7.13). One observes that the asymptotic weights and the spacing between the asymptotic energies match approximately the exact values, and lie between those of the finite curvature case. The approximation is improved when both $m$ and $N$ increase.

### 7.3.2. The mean edge counting function

As a second application, the periodic straight line problem allows the straightforward derivation of the leading term of the mean edge state counting function (7.6). We simply identify the transverse quantum number $n$ as a partial counting function for states with fixed quantum number $m$. An explicit
formula for $n$, which includes the dependence on $\Lambda$ follows from $\xi_{\text {line }}^{(\mathrm{sc})}=0$ (A.40). The sum

$$
\begin{equation*}
\mathrm{N}_{\mathrm{skip}}(v, \Lambda)=\sum_{m} n(m, \Lambda) \tag{7.14}
\end{equation*}
$$

yields the total number of states corresponding to skipping motion. Taking the derivative with respect to $\Lambda$ and replacing the summation by an integral we obtain the leading order of the smooth edge state density,

$$
\begin{align*}
\bar{d}_{\text {edge }}(v) & =-\left.\frac{\mathrm{d} \overline{\mathrm{~N}}_{\text {skip }}(v ; \Lambda)}{\mathrm{d} \Lambda}\right|_{\Lambda=0}=\frac{1}{\pi} \int_{-\sqrt{v}}^{\sqrt{v}}\left(1-\frac{\tilde{c}_{y}^{2}}{v}\right)^{1 / 2} \frac{\mathscr{L} \mathrm{~d} \tilde{c}_{y}}{\pi b}+\mathrm{O}(1) \\
& =\frac{\mathscr{L}}{2 \pi b} \sqrt{v}+\mathrm{O}(1) \tag{7.15}
\end{align*}
$$

The same result can be derived from the magnetic disk problem discussed in Section 6.5.2. It follows from (6.97) that the semiclassical spectrum is obtained by requiring that the phase

$$
\begin{equation*}
\varphi_{m}^{\mathrm{int} / \mathrm{ext}}(v, \tilde{R}, \Lambda)=\Phi_{\mathrm{disk}}^{\mathrm{int} / \mathrm{ext}}(v, m, \tilde{R}) \mp \alpha_{\Lambda}(v, m, \tilde{R})-\frac{\pi}{4} \tag{7.16}
\end{equation*}
$$

is an integer multiple of $\pi$. Hence, the smooth counting function of the skipping states is obtained by

$$
\begin{equation*}
\overline{\mathrm{N}}_{\text {skip }}^{\mathrm{int} / \mathrm{ext}}(v, \tilde{R}, \Lambda)=\frac{1}{\pi} \sum_{m} \varphi_{m}^{\mathrm{int} / \mathrm{ext}}(v, \tilde{R}, \Lambda), \tag{7.17}
\end{equation*}
$$

where the sum can be replaced by an integral over the interval $\left|m-\tilde{R}^{2}\right|<2 v^{1 / 2} \tilde{R}$. Using (6.96) one gets

$$
\begin{equation*}
\bar{d}_{\text {edge }}(v)=-\left.\frac{\mathrm{d} \overline{\mathrm{~N}}_{\text {skip }}^{\text {int } \mathrm{ext}}}{\mathrm{~d} \Lambda}\right|_{\Lambda=0} \simeq v^{1 / 2} \tilde{R}=\frac{\mathscr{L}}{2 \pi b} v^{1 / 2} \tag{7.18}
\end{equation*}
$$

which reproduces (7.15). This is further evidence that the periodic line problem yields the leading order terms consistently. The second order term in (7.4) is not obtained this way. It will be deduced in the next section by relating the quantum weights of the disk to the magnetic moments of the states.

### 7.4. Edge magnetization as a spectral measure

The preceding section showed that our first definition (7.3) of the quantum weights yields an efficient and mathematically natural way to separate edge from bulk. However, the physical interpretation of the mixed boundary conditions is not immediate [81]. We therefore propose an alternative definition of the weights which is physically more accessible. It is obtained from the expectation value of the magnetic moment of the state.

In Section 3.4 we introduced the edge magnetization (3.28) of an interior billiard. It gives the scaled excess magnetization that is induced by the presence of the billiard boundary and was
defined as

$$
\begin{equation*}
\tilde{\mathscr{M}}_{\text {edge }}(v)=\sum_{n=1}^{\infty} b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}} \Theta\left(v-v_{n}\right) \tag{7.19}
\end{equation*}
$$

Like the edge state counting function (7.5) this is a weighted staircase. The size of the steps are now given by a derivative with respect to the magnetic length rather than $\Lambda$. Since the Landau levels do not depend on $b$ the bulk states contribute merely to a negligible degree to (7.19), as discussed in Section 3.4. Hence, it is reasonable to extend the definition (7.19) of the edge magnetization to the exterior problem.

The exterior edge current shows an orientation which is opposite to the interior (see Section 5.2). Therefore, one expects $\tilde{\mathscr{M}}_{\text {edge }}$ to turn negative in the exterior-which is indeed found. Moreover, the mean is finite in both cases and given by

$$
\begin{equation*}
\overline{\mathscr{M}}_{\mathrm{edge}}(v)= \pm \frac{1}{2} \frac{\mathscr{A}}{b^{2} \pi} v^{2}-\frac{1}{3} \frac{\mathscr{L}}{2 \pi b} v^{3 / 2} \tag{7.20}
\end{equation*}
$$

The interior case (upper sign) follows from Eq. (3.32) while the exterior one (lower sign) is suggested by symmetry and confirmed empirically. Like in the case of the edge counting function (7.5) the moduli of the mean interior and exterior edge magnetizations are equal to leading order. This suggests to use the edge magnetization density

$$
\begin{equation*}
\tilde{\mathrm{m}}_{\text {edge }}(v)=\frac{\mathrm{d}}{\mathrm{~d} v} \mathscr{M}_{\text {edge }}(v)=\sum_{n=1}^{\infty} b^{2} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}} \delta\left(v-v_{n}\right), \tag{7.21}
\end{equation*}
$$

which was introduced in Section 3.4, to define a physically motivated spectral measure for the edge states:

$$
\begin{equation*}
d_{\text {edge }}^{(\mathscr{M})}(v):= \pm \frac{1}{v} \tilde{\mathrm{~m}}_{\text {edge }}(v)=\sum_{n=1}^{\infty} w_{n}^{(\mathcal{M})} \delta\left(v-v_{n}\right) \tag{7.22}
\end{equation*}
$$

The index $(\mathscr{M})$ is used to distinguish this magnetization-based density of edge states from the former definition (7.3). The weights are now given by

$$
\begin{equation*}
w_{n}^{(\mathscr{M})}:= \pm \frac{b^{2}}{v} \frac{\mathrm{~d} v_{n}}{\mathrm{~d} b^{2}}= \pm \frac{\left\langle\psi_{n}\right| \frac{\tilde{\mathbf{r}} \times \tilde{\mathbf{v}}}{2}\left|\psi_{n}\right\rangle+v}{v} \tag{7.23}
\end{equation*}
$$

Again, these positive quantities may be obtained as derivatives of the energies with respect to an external parameter (which is the magnetic length $b$ in the present case). At the same time they are expressed in terms of the (symmetrized) expectation values of the scaled magnetic moment (3.25). The weights vanish as the Landau levels are approached since for interior and exterior bulk states the scaled magnetic moment approaches the diamagnetic value $\left\langle\psi_{n}\right| \tilde{\mathbf{r}} \times \tilde{\mathbf{v}} / 2\left|\psi_{n}\right\rangle \rightarrow-v$ from above and below, respectively. As for the smooth edge state density, the expression is obtained immediately from (7.20):

$$
\begin{equation*}
\bar{d}_{\text {edge }}^{(\mathscr{M})}(v)= \pm \frac{1}{v} \frac{\mathrm{~d} \overline{\mathscr{M}}_{\text {edge }}}{\mathrm{d} v}=\frac{\mathscr{A}}{b^{2} \pi} \mp \frac{1}{2} \frac{\mathscr{L}}{2 \pi b} v^{-1 / 2} . \tag{7.24}
\end{equation*}
$$

It coincides with the standard mean density for the interior case. Moreover, the interior weights approach unity as the magnetic field $B$ is decreased and bulk states no longer exist in the interior. This is seen immediately if we write the weight (7.23) in terms of conventional units

$$
\begin{equation*}
w_{n}^{(\mathscr{M})}= \pm\left(\frac{q B}{2 E}\left\langle\psi_{n}\right| \mathbf{r} \times \mathbf{v}\left|\psi_{n}\right\rangle+1\right) . \tag{7.25}
\end{equation*}
$$

In the limit $B \rightarrow 0$ the interior weights assume unit value and the interior edge state density turns into the standard density. This limit does not make sense in the exterior since in this case the spectrum ceases to be discrete; at finite field the exterior weights remain always nonnegative.

Expression (7.25) shows that the weighted spectrum may be obtained immediately by measuring the magnetic moments of the states. The scaled magnetization density (3.26) follows from the conventional magnetization density (3.21) by a simple multiplication with the magnetic field:

$$
\begin{equation*}
\tilde{\mathrm{m}}\left(v, b^{2}\right)=B \mathrm{~m}\left(E=\frac{2 \hbar^{2}}{m_{e} b^{2}}, B=\frac{2 \hbar}{q b^{2}}\right) . \tag{7.26}
\end{equation*}
$$

This relation to an experimentally measurable quantity is a clear advantage of the present definition of the edge state density. It is achieved at a price - the leading order of the mean edge density is now determined by the area of the billiard rather than by its circumference, see (7.24). It indicates that with this measure the quasi one-dimensional character of the edge states is not accounted for to the same degree as by the former definition of $d_{\text {edge }}$. However, it does an equally good job in consistently suppressing the bulk contributions. Moreover, in the case of a disk both spectral densities, $d_{\text {edge }}$ and $d_{\text {edge }}^{(/ \mathscr{L})}$, are identical up to a factor. This is seen from (A.27) which leads to the equation

$$
\begin{equation*}
w_{n}^{(\mathscr{M})}=w_{n} \frac{R}{b} v^{-1 / 2} . \tag{7.27}
\end{equation*}
$$

This relation is as surprising as fortuitous and does not hold for general billiard shapes. Nonetheless, it allows to deduce the second, constant term of the mean density (7.4) by comparison with the smooth edge state density (7.24). Being the next order after the circumference term it is determined by the mean curvature which is equal for all simply connected boundaries, $\int_{\Gamma} \kappa(s) \mathrm{d} s= \pm 2 \pi$ (according to the Gauss-Bonnet theorem).

It follows from (7.27) that for the disk the magnetization-based edge spectra differ from the spectra shown in Fig. 7.1 merely by a geometric transformation and there is no need to reproduce them here. As for the ellipse, Fig. 7.8 shows the weights as obtained from the edge magnetization. Like in Fig. 7.6 the structures in the distribution are reproduced by the probability density of the corresponding classical weights.

### 7.4.1. Semiclassical edge magnetization

The semiclassical periodic orbit formula for the complete magnetization density is given in (6.63). Likewise, one finds that $\pm \tilde{\mathrm{m}}_{\text {edge }}^{\text {osc }} / v$ has the form of the trace formula for the standard density with


Fig. 7.8. (a) Edge state spectrum using the edge magnetization weights (7.23) compared to (b) the phase space distribution of the classical weights (7.28) for the interior ellipse.
each periodic orbit now weighted individually by

$$
\begin{align*}
w_{\gamma}^{(\mathcal{M})} & :=\mp \frac{b^{2} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}}[2 \pi v \mathrm{~A}(\gamma)]}{v \frac{\mathrm{~d}}{\mathrm{~d} v}[2 \pi v \mathrm{~A}(\gamma)]}= \pm \frac{\sum_{j=1}^{n_{\gamma}}\left(-\sigma_{j} \sqrt{1-\sigma_{j}^{2}}-\frac{\mathbf{r}_{j+1} \times \mathbf{r}_{j}}{2 \rho^{2}}\right)}{\sum_{j=1}^{n_{\gamma}}\left(\frac{\pi}{2}+\arcsin \left(\sigma_{j}\right)\right)} \\
& =\frac{2 \mathscr{A}_{\gamma} \pm \rho \mathscr{L}_{\gamma}}{\rho \mathscr{L}_{\gamma}}, \tag{7.28}
\end{align*}
$$

see (6.58a) and (6.62). Like in the case of $w_{\gamma}$, the classical weights $w_{\gamma}^{(/ / /)}$vanish as trajectories get almost detached from the boundary (since the numerator approaches $2 \mathscr{A}$, while $\mathscr{L}_{\gamma} \rightarrow \infty$ ).

Equipped with well-defined spectral densities for edge states and the corresponding trace formulas we can now proceed with a statistical and semiclassical study of edge state spectra. We shall not only consider the statistics within a given edge state spectrum (in Section 8) but look also for cross-correlations between different, classically related spectra (in Section 9).

## 8. Properties of edge state spectra

We apply the weighted spectral densities discussed in the previous section to analyze two aspects of the interior and the exterior edge spectra. First we perform a statistical analysis comparing the results to the predictions of random matrix theory. Second, we check the validity of the semiclassical trace formula taking the disk billiard as an example.

### 8.1. Universal auto-correlations

One of the central goals in the field of quantum chaos is to understand how the statistical properties of the quantum spectrum reflect the nature of the underlying classical dynamics [5]. We extend these studies to magnetic billiards by making use of the spectral measure of edge states introduced in the previous section. It was constructed to focus on the non-trivial part of phase space which is determined by the billiard boundary map (3.4).

As a first point we check whether the edge spectra of both interior and exterior magnetic billiards display the universal characteristics of random matrix theory (RMT) if the corresponding skipping motion is hyperbolic. Our quantity of choice to characterize the spectrum statistically is the spectral form factor $K(\tau)$. It is sensitive to correlations of the eigenenergies beyond the mean level spacing [114]. The standard form factor was already used in Section 5 to study the two-point correlations in the unweighted spectra of interior billiards. For edge spectra $K(\tau)$ is readily defined in terms of the 2-point autocorrelation function of the edge density,

$$
\begin{equation*}
R_{v_{0}}(v)=\int d_{\mathrm{edge}}^{\mathrm{osc}}\left(v^{\prime}+\frac{v}{2}\right) d_{\mathrm{edge}}^{\mathrm{osc}}\left(v^{\prime}-\frac{v}{2}\right) g_{1}\left(v^{\prime}-v_{0}\right) \mathrm{d} v^{\prime} . \tag{8.1}
\end{equation*}
$$

Here, we included a normalized Gaussian window function $g_{1}$ to pick up a spectral interval centered at $v_{0}$.

Before comparing to RMT it is advantageous to remove the trivially system-dependent properties of the spectrum by "unfolding" it [114]. This is a transformation of the spectrum which renders it dimensionless and of unit mean density. Dealing with a weighted spectrum the unfolding procedure must transform both the energies and the weights. The natural choice involves the smooth edge state counting function $\overline{\mathrm{N}}_{\text {edge }}$ and the average weight $\left\langle w^{2}\right\rangle /\langle w\rangle$ in the spectral interval considered:

$$
\begin{equation*}
\check{v}_{n}:=\frac{\langle w\rangle}{\left\langle w^{2}\right\rangle} \overline{\mathrm{N}}_{\text {edge }}\left(v_{n}\right) \quad \text { and } \quad \check{w}_{n}:=\frac{\langle w\rangle}{\left\langle w^{2}\right\rangle} w_{n} . \tag{8.2}
\end{equation*}
$$

Here, the first and second moments of the weights,

$$
\begin{equation*}
\langle w\rangle=\sum_{n=1}^{\infty} w_{n} g\left(\overline{\mathrm{~N}}_{\mathrm{edge}}\left(v_{n}\right)-\check{v}_{0}\right) \tag{8.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle w^{2}\right\rangle=\sum_{n=1}^{\infty} w_{n}^{2} g\left(\overline{\mathrm{~N}}_{\mathrm{edge}}\left(v_{n}\right)-\check{v}_{0}\right) \tag{8.4}
\end{equation*}
$$

are taken locally in the spectrum in terms of the window function $g$ (a normalized Gaussian of width $\sigma_{g}$ ). As a result of this unfolding, both the weights and the weighted density have unit mean.

Since we are dealing with a discrete spectrum, the form factor must be averaged to be well-defined. The standard procedure is to take the spectral average over non-overlapping parts of the spectrum,

$$
\begin{equation*}
K(\tau)=\left\langle\int \mathrm{e}^{2 \pi \mathrm{i} \check{\mathrm{v} \tau}} R_{\check{v}_{0}}(\check{v}) g_{2}(\check{v}) \mathrm{d} \check{v}\right\rangle_{\check{v}_{0}} \tag{8.5}
\end{equation*}
$$

as indicated by the triangular brackets. According to the spectral ergodicity hypothesis [136] this should be equivalent to an ensemble average for hyperbolic systems.

If we choose the widths of the Gaussians $g_{1}$ and $g_{2}$ as $\sigma_{g} / \sqrt{2}$ and $\sigma_{g} \sqrt{2}$, respectively, the Fourier transform of the autocorrelation function leads directly to the power spectrum. The form factor is then given by the weighted sum

$$
\begin{equation*}
\left.K(\tau)=\left\langle\frac{2 \sqrt{2 \pi} \sigma}{\left\langle w^{2}\right\rangle}\right| \sum_{n=1}^{\infty} \check{w}_{n} \mathrm{e}^{2 \pi \mathrm{i}\left(\check{v}_{n}-\check{v}_{0}\right) \tau} g\left(\check{v}_{n}-\check{v}_{0}\right)-\left.\hat{g}(\tau)\right|^{2}\right\rangle_{\check{v}_{0}} \tag{8.6}
\end{equation*}
$$

where the Fourier transform of $g$ is denoted by $\hat{g}$.
The previous discussion holds for both definitions, (7.3) and (7.23), of the spectral density of edge states. However, it is necessary to keep the type of the underlying classical motion unchanged during the spectral averaging. This is conveniently done by taking the spectrum in the semiclassical rather than the conventional direction, see Sections 2.3 and 3.3.2. In this case the quantum weights $w_{n}$ are simply obtained by taking the derivatives with respect to $\Lambda$ at fixed $\rho$, see Appendix A.7. In the present section we use only this first definition of a spectral density of edge states since it is not possible to define magnetization-based weights for the semiclassical direction.

Fig. 8.1 shows the form factors for the interior (top) and exterior (bottom) edge state spectra for the asymmetric stadium (left) and skittle (right) billiard, respectively. The spectra were obtained in the semiclassical direction, at fixed $\rho=1.2$, i.e., for the same situation as in Fig. 5.4. The weights were obtained by numerical differentiation with respect to $\Lambda$. We observe that the interior form factors follow the RMT prediction of the Gaussian orthogonal and Gaussian unitary ensembles, respectively, as expected from the specific symmetry properties of the Hamiltonians. In the interior case this is not surprising. To ensure essential hyperbolicity of the classical motion the value of $\rho$ had to be chosen large such that the interior phase space consists only of skipping trajectories which cover it ergodicly. As a consequence, one expects that all interior states are edge states to an equal degree.


Fig. 8.1. Form factors (8.6) of the interior ( $\mathrm{a}, \mathrm{b}$ ) and exterior ( $\mathrm{c}, \mathrm{d}$ ) edge state spectra for the asymmetric stadium ( $\mathrm{a}, \mathrm{c}$ ) and skittle ( $\mathrm{b}, \mathrm{d}$ ) billiard at $\rho=1.2$. The shapes are defined in Fig. 5.1. The functions follow the RMT predictions of the GOE and GUE ensembles [114], respectively (dashed lines). The heavy lines correspond to stronger spectral averaging than the thin lines ( $\sigma_{g}=10$ and $\sigma_{g}=3$, respectively).

Indeed, the interior weights are distributed narrowly around a mean value $\bar{w}$, given by the ratio of weighted and unweighted mean densities,

$$
\begin{equation*}
\bar{w}=\frac{\overline{\mathrm{d}}_{\mathrm{edge}}^{(\rho)}(v)}{\bar{d}_{\mathrm{tot}}^{(\rho)}(v)}=\frac{\mathscr{L} \rho}{4 \mathscr{A}} \tag{8.7}
\end{equation*}
$$

as can be observed from the shaded histogram in Fig. 8.2. The weights do not provide additional information in this case, which explains why $K(\tau)$ reproduces the RMT prediction, like in the unweighted case.

In contrast, the standard form factor-like any other standard statistical function-does not even exist for the exterior spectrum, which is dominated by infinitely many bulk states. Nonetheless, we find that the exterior spectrum closely obeys the predictions of random matrix theory (bottom row of Fig. 5.4) if viewed in an appropriate way, i.e., by means of the edge state density. This way, a crucial test for the consistency of the spectral measure of edge states is passed. The quantum weights succeed to filter out selectively the relevant edge states, which in turn exhibit the universal characteristics expected for chaotic motion.

The distribution of the exterior weights is given by the transparent histogram in Fig. 8.2. One observes that the distribution of large weights is peaked like in the interior case. Again, the peak


Fig. 8.2. Distribution of the quantum weights $w_{n}>0.1$ of the interior (shaded) and exterior (transparent) skittle spectrum at $\rho=1.2$. The histograms show peaks whose positions are well reproduced by the phase space estimates (8.7) and (8.8) (indicated by the arrows). Unlike the interior case, the exterior distribution shows a tail due to the transitional states which ranges to the small weights. (For normalization (bulk) states with weights smaller than 0.1 had to be disregarded.).
position is well described by the ratio of weighted and unweighted densities,

$$
\begin{equation*}
\bar{w}=\frac{\bar{d}_{\mathrm{edge}}^{(\rho)}(v)}{\bar{d}_{\text {skip }}^{(\rho)}(v)} \simeq \frac{\mathscr{L} \rho}{2 \mathscr{L}_{\text {skip }}^{\mathrm{ext}}(\rho)} \tag{8.8}
\end{equation*}
$$

with the mean unweighted density now given by the phase space estimate (3.15) of skipping states. Unlike the interior case, the distribution has a tail of transitional states which ranges to the infinitely many bulk states with small weights.

### 8.2. The action spectrum

We turn from the statistical analysis of edge spectra to their semiclassical description. Here, the main purpose is to show that the trace formula for the edge state density-which rates each periodic orbit with a classical weight-succeeds in approximating the exact edge spectrum.

We choose the disk billiard for which an explicit periodic orbit formula is readily obtained from Eq. (6.111). For the exterior case and $\Gamma_{\mathrm{d}}=R / \rho<1$ we find, see (7.8),

$$
\begin{align*}
d_{\text {edge }}^{\text {osc }}(v)= & \left(\frac{2 v}{\pi}\right)^{1 / 2} \sum_{N=2}^{\infty} \frac{2}{N^{1 / 2}} \sum_{\Delta \varphi \in \mathscr{P}_{\text {ext }}^{N}}\left|\sin \left(\alpha-\frac{\Delta \varphi}{2}\right)\right| \\
& \times \frac{\sin (\alpha) \cos (\alpha)-\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \sin (\Delta \varphi)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \cos \left(2 \pi v N \mathrm{a}_{\mathrm{L}}(\Delta \varphi)+N \frac{\pi}{2}-\frac{\pi}{4}\right) \tag{8.9}
\end{align*}
$$



Fig. 8.3. Action spectrum of the exterior disk at $\rho=2 R$. The positive values give the Fourier transform (8.10) of the exterior edge density (absolute values). The positions of the peaks are well reproduced by the trace formula (8.9) (negative values)-except for the small peaks at integer $t$ which are remnants of the bulk states. The peak heights match well in most cases; they are expected to fit better if a spectral interval larger than $v \in[0 ; 48]$ is used.
with $\alpha$ defined by Eq. (6.65). (The term $|\sin (\alpha-\Delta \varphi / 2)|$ corresponds to the normal component of the velocity, $|\hat{\mathbf{n}} \hat{\mathbf{v}}|$, in (7.10).) Moreover, the exact quantum spectrum of the disk is calculated relatively easily in terms of the roots of special functions, see Appendix A.3. We calculated spectral intervals large enough so that the Fourier transformation of the spectral densities,

$$
\begin{equation*}
\hat{d}_{\text {edge }}^{\text {osc }}(t)=\int \mathrm{e}^{2 \pi \mathrm{ivt}} d_{\text {edge }}^{\text {osc }}(v) h\left(v-v_{0}\right) \mathrm{d} v, \tag{8.10}
\end{equation*}
$$

resolves the classical actions $t$ of the underlying periodic orbits. Here, the function $h$ is a suitable window centered on the midpoint $v_{0}$ of the spectral interval. This action spectrum may be readily compared to the semiclassical prediction based on (8.9).

Like in the previous section, it is convenient to take the spectrum in the semiclassical direction, at constant $\rho$. In Fig. 8.3 we show the action spectrum for the exterior disk at a cyclotron radius $\rho=2 R$ (positive values). The corresponding prediction of the trace formula (8.9) is given by the negative values. One observes that the peak positions match very well with the predictions of semiclassical theory. The only exception are the small peaks at integer actions which are not reproduced semiclassically. They are remnants of the infinite number of bulk states. The peak heights are well reproduced most of the time, except if two peaks overlap too strongly. These deviations are expected to fade as a larger spectral interval is used and the widths of the peaks decrease. This is also seen in Fig. 8.4 where we present the exact and semiclassical action spectra of the interior magnetic disk-based on a large spectral interval $(v \in[0 ; 60]$ at $\rho=0.4 \times R)$. Here, the cyclotron radius was


Fig. 8.4. Action spectrum of the interior disk at a cyclotron radius $\rho=0.4 \times R$ small enough to enable bulk states. The Fourier transform (8.10) of the interior edge density (positive values, $v \in[0 ; 60]$ ) is well reproduced by the trace formula (negative values). Note that in the top part, which shows the remnant peaks of bulk contributions, the $y$-axis has a different scale.
chosen small enough for bulk states to exist in the interior. One observes again that the latter are very efficiently suppressed in the action spectrum giving rise only to the small peaks at integer values (shown in the top part of Fig. 8.4). In the Fourier transform of the unweighted density, in contrast, the bulk states obliterate the edge contributions such that not a single action is resolved (not shown). Blaschke and Brack [76] analyzed semiclassically the spectrum for the unweighted interior problem. The contribution of the bulk states was estimated and added by hand resulting in an unsatisfactory agreement between the semiclassical and the quantum spectra.

In conclusion, we find that the semiclassical trace formula succeeds in reproducing the quantum edge state density. It does so by weighting each periodic orbit contribution with a classical weight which vanishes for cyclotron orbits. This removes the bulk contributions analogous to-and consistent with-the quantum weights of the edge state density.

### 8.3. Using the edge magnetization

Finally, let us demonstrate that the edge state density may as well be defined in terms of the magnetization as discussed in Section 7.4.


Fig. 8.5. Definition of the Bunimovich stadium used in Sections 8.3 and 9.


Fig. 8.6. Weights as obtained from the edge magnetization for the stadium billiard at $b=0.2$ and high energy. Note that the values of the weights differ in the (top) and exterior (bottom) by a factor of about 10 . Notwithstanding, the mean edge state densities are equal to leading order. The classical cyclotron radius which corresponds to this part of the spectrum is large, $\rho \in[2 ; 2.32]$, giving rise to essentially hyperbolic classical motion.

Choosing the Bunimovich stadium billiard (defined in Fig. 8.5) we calculated the interior and exterior magnetization spectrum in the high-energy direction, at $b=0.2$. The selected spectral interval $v \in[100 ; 135]$ corresponds to large cyclotron radii $\rho \in[2 ; 2.32]$ giving rise to essentially hyperbolic ${ }^{21}$ classical motion. Quantum mechanically, the problem exhibits one unitary and one anti-unitary symmetry (rotation by $\pi$ and reflection at one axis, respectively). Hence, the spectrum decomposes into

[^21]

Fig. 8.7. Form factor of the exterior Bunimovich stadium (Fig. 8.5) computed from the edge magnetization spectrum shown in Fig. 8.6, bottom part.
two symmetry classes (a feature which will be used in the next section) while each class should obey the characteristics of the Gaussian orthogonal ensemble [114].

The weighted spectra are shown in Fig. 8.6. Note that the weights are very different in magnitude, although they lead to the same average edge magnetization (7.20). This is explained by the different areas $\mathscr{A}_{\text {skip }}$ of the interior and exterior skipping motion since the mean weight is asymptotically determined by the ratio

$$
\begin{equation*}
\bar{w}^{(\mathscr{M})}=\frac{ \pm \overline{\mathrm{m}}_{\text {edge }}(v)}{v \bar{d}_{\text {skip }}(v)} \simeq \frac{\mathscr{A}}{\mathscr{A}_{\text {skip }}(\rho=\sqrt{v} b)} \tag{8.11}
\end{equation*}
$$

see (3.15) and (3.32); (in the interior case $\mathscr{A}_{\text {skip }}=\mathscr{A}$ ). Similar to Fig. 8.2 the distributions of the magnetization weights are localized at $\bar{w}^{(\mathcal{M})}$ (not shown).

Fig. 8.7 presents the form factor (8.5) of the exterior magnetization spectrum restricting the energies to a single symmetry class. As one expects the form factors follows the GOE prediction (dashed line). This indicates that the weights (7.23) based on the magnetization succeed to filter the bulk states consistently. They perform as well as the weights (7.3) based on the boundary condition.

## 9. Spectral cross-correlations: the interior-exterior duality

The previous section focused on the correlations within a given interior or exterior edge spectrum and their relation to the corresponding classical dynamics. We now turn to a different type of question, namely, whether one can relate the interior and the exterior spectra belonging to the same billiard.

From a spectral theory point of view there is no apparent reason why the spectra of the magnetic Laplacian defined on complementary domains should have anything in common. However, it was shown in Section 3.2 that the classical periodic orbits of the interior and the exterior problem are in general intimately related. They come in dual pairs with equal stability and their actions adding up to
an integer multiple of the action of a cyclotron orbit. Since the semiclassical spectra are determined by the sets of periodic orbits one expects that the correlation in the classical dynamics carries over to the quantum case inducing a relation between the interior and exterior spectra.

This observation being made it comes as a surprise that one does not find any signature of a cross-correlation if the spectra are analyzed with standard statistical methods, i.e., the interior and exterior spectra of a billiard seem to be statistically independent (not shown). Nonetheless, it will be found in the present section that there exists indeed a strong cross-correlation between the two spectra. It can be observed only if a quantitative definition of edge states, as developed above, is at hand.

### 9.1. A semiclassical theory of spectral cross-correlations

In order to unravel the connection between interior and exterior edge state energies a special cross-correlation function is needed. It not only involves the Dirichlet energies of the edge states but also relies crucially on the information provided by their weights.

### 9.1.1. The cross-correlation function

As the first step to obtain the appropriate correlator, we formally extend the definition of the edge state density to finite boundary mixing parameters $\Lambda$.

$$
\begin{equation*}
d_{\text {edge }}(v ; \Lambda):=-\frac{\mathrm{d}}{\mathrm{~d} \Lambda} \mathrm{~N}(v ; \Lambda) . \tag{9.1}
\end{equation*}
$$

The dependence of the spectral density on $\Lambda$ will be needed only in the vicinity of the Dirichlet boundary condition, $\Lambda=0$, (3.6), where an expansion to first order in $\Lambda$ is allowed. The spectral density (9.1) can then be written only in terms of the Dirichlet energies and Dirichlet weights,

$$
\begin{align*}
d_{\text {edge }}(v ; \Lambda) & =\sum_{n=1}^{\infty} \frac{\mathrm{d} v_{n}}{\mathrm{~d} \Lambda}(\Lambda) \delta\left(v-v_{n}(\Lambda)\right) \\
& \cong \sum_{n=1}^{\infty} \frac{\mathrm{d} v_{n}}{\mathrm{~d} \Lambda}(0) \delta\left(v-v_{n}(0)-\Lambda \frac{\mathrm{d} v_{n}}{\mathrm{~d} \Lambda}(0)\right) \\
& =\sum_{n=1}^{\infty} \delta\left(\frac{v-v_{n}}{w_{n}}-\Lambda\right) \tag{9.2}
\end{align*}
$$

which follows from (7.3) and the properties of the $\delta$-function. The cross-correlation function is now defined as an integral over energy and boundary parameter

$$
\begin{equation*}
C\left(v_{0}\right)=\iint d_{\mathrm{edge}}^{\mathrm{osc}(\text { int })}(v ; \Lambda) d_{\mathrm{edge}}^{\mathrm{osc}(\mathrm{ext})}(v ;-\Lambda) h(\Lambda) g\left(v-v_{0}\right) \mathrm{d} \Lambda \mathrm{~d} v \tag{9.3}
\end{equation*}
$$

with normalized Gaussian window functions $h$ and $g$. Here, $h$ serves to restrict the integration over $\Lambda$ to the range where the linear approximation in (9.2) is valid and may have a width of order one. The function $g$ is needed to regularize the pair distribution $d_{\text {edge }}^{\text {osc(int }}(v) d_{\text {edge }}^{\text {osc(ext) }}(v)$. It selects
a narrow energy interval centered around the energy $v_{0}$ and should have the width of a few effective nearest neighbor spacings.

Inserting expression (9.2) the cross-correlation function turns into a double sum over the interior and exterior edge spectrum,

$$
\begin{equation*}
C\left(v_{0}\right)=\sum_{i, j=1}^{\infty} \frac{w_{i} w_{j}^{\prime}}{w_{i}+w_{j}^{\prime}} g\left(\frac{\frac{v_{i}-v_{0}}{w_{i}}-\frac{v_{0}-v_{j}^{\prime}}{w_{j}^{\prime}}}{\frac{1}{w_{i}}+\frac{1}{w_{j}^{\prime}}}\right) h\left(\frac{v_{i}-v_{j}^{\prime}}{w_{i}+w_{j}^{\prime}}\right)-C_{\mathrm{bg}} \tag{9.4}
\end{equation*}
$$

where the primes label the exterior energies and weights for the sake of brevity.
This pair correlation function is far from being standard since it relies heavily on the weights attributed to the individual levels. However, this function is the most natural choice to accentuate the spectral cross-correlations which originate from the underlying classical interior-exterior duality. This will be shown below. The important point to note is that due to the small width of $g$ only a few pairs of interior and exterior spectral points will contribute appreciably at a given $v_{0}$. It is the pairs with equal weighted distances from the left and right, respectively, to the reference energy $v_{0}$. Here, the energy differences are scaled individually by the reciprocal weight attached to each spectral point. The function $h$, in contrast, limits the absolute energy distance. Note also that the prefactor in (9.4) ensures that pairs which include at least one bulk state do not contribute appreciably to the sum.

The term $C_{\mathrm{bg}}$ in (9.4) subtracts the background. It is approximated by

$$
\begin{equation*}
C_{\mathrm{bg}} \cong \bar{d}_{\mathrm{edge}}\left(v_{0}\right)\left(\sum_{i=1}^{\infty} h\left(\frac{v_{i}-v_{0}}{w_{i}}\right)+\sum_{j=1}^{\infty} h\left(\frac{v_{j}^{\prime}-v_{0}}{w_{j}^{\prime}}\right)-\bar{d}_{\mathrm{edge}}\left(v_{0}\right)\right) \tag{9.5}
\end{equation*}
$$

if we neglect the width of $g$ and disregard the fact that the interior and exterior mean edge densities differ in the higher order terms. We shall discuss the correlation function further after we derive its main properties using the semiclassical approximation.

### 9.1.2. The semiclassical correlator

We turn now to the semiclassical evaluation of the correlation function using the periodic orbit formula (7.2) discussed in Section 7.2.2. It applies to completely chaotic systems. One obtains a double sum over the skipping interior and exterior periodic orbits:

$$
\begin{aligned}
C\left(v_{0}\right)= & \int \mathrm{d} v g\left(v-v_{0}\right) \frac{2}{\pi^{2}} \sum_{\gamma, \gamma^{\prime}} \frac{w_{\gamma} \tau_{\gamma}}{r_{\gamma}|\operatorname{tr~} \mathrm{M}(\gamma)-2|^{1 / 2}} \frac{w_{\gamma^{\prime}} \tau_{\gamma^{\prime}}}{r_{\gamma^{\prime}}\left|\operatorname{tr} \mathrm{M}\left(\gamma^{\prime}\right)-2\right|^{1 / 2}} \\
& \times\left\{\cos \left(2 \pi v\left(\mathrm{~A}(\gamma)+\mathrm{A}\left(\gamma^{\prime}\right)\right)-\pi\left(n_{\gamma}+n_{\gamma^{\prime}}\right)-\frac{\pi}{2}\left(\mu_{\gamma}+\mu_{\gamma^{\prime}}\right)\right)\right. \\
& \times \hat{h}\left(\frac{1}{\pi} \sum_{j=1}^{n_{\gamma}}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|-\frac{1}{\pi} \sum_{j=1}^{n_{\gamma^{\prime}}}\left|\hat{\mathbf{n}}_{j}^{\prime} \hat{v}_{j}^{\prime}\right|\right)
\end{aligned}
$$

$$
\begin{align*}
& +\cos \left(2 \pi v\left(\mathrm{~A}(\gamma)-\mathrm{A}\left(\gamma^{\prime}\right)\right)-\pi\left(n_{\gamma}-n_{\gamma^{\prime}}\right)-\frac{\pi}{2}\left(\mu_{\gamma}-\mu_{\gamma^{\prime}}\right)\right) \\
& \left.\times \hat{h}\left(\frac{1}{\pi} \sum_{j=1}^{n_{\gamma}}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|+\frac{1}{\pi} \sum_{j=1}^{n_{\gamma^{\prime}}}\left|\hat{\mathbf{n}}_{j}^{\prime} \hat{\mathbf{v}}_{j}^{\prime}\right|\right)\right\} \tag{9.6}
\end{align*}
$$

Here, $\hat{h}$ is the Fourier transform of the window function $h$, and the exterior quantities are again marked with a prime. The width of $\hat{h}$ is small compared to the sum over $\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|$ (which is of order $n_{\gamma}$ ). As a result, the second term in the curly brackets of (9.6) is suppressed. In the first term of Eq. (9.6), $\hat{h}$ reduces the sum effectively to those pairs with approximately equal sums of angles of incidence $\sum_{j}\left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|=\sum_{j}\left|\hat{\mathbf{n}}_{j}^{\prime} \hat{\mathbf{v}}_{j}^{\prime}\right|$. The dual pairs of periodic orbits discussed in Section 3.2.3 have precisely this property. Hence, the only systematic contribution to the correlator will come from these pairs. In Section 6.3.3 we discussed the relations between $\gamma$ and its dual partner orbit $\bar{\gamma}$, which may be summarized as

$$
\begin{align*}
& \mathrm{A}(\gamma)+\mathrm{A}(\bar{\gamma})=n_{\gamma}=n_{\bar{\gamma}}, \quad r_{\bar{\gamma}}=r_{\gamma}, \\
& \operatorname{tr} \mathrm{M}(\bar{\gamma})=\operatorname{tr} \mathrm{M}(\gamma), \quad \mu_{\bar{\gamma}}=2 n_{\gamma}-\mu_{\gamma}, \\
& \left|\hat{\mathbf{n}}_{j} \hat{\mathbf{v}}_{j}\right|_{(\bar{\gamma})}=\left|\hat{\mathbf{n}}_{j-n_{\gamma}} \hat{\mathbf{v}}_{j-n_{\gamma}}\right|_{(\gamma)}, \quad w_{\bar{\gamma}} \tau_{\bar{\gamma}}=w_{\gamma} \tau_{\gamma} . \tag{9.7}
\end{align*}
$$

If we retain only the contributions of the dual pairs the cross-correlation function simplifies to a single sum over interior (or exterior) periodic orbits. Assuming global classical duality we obtain

$$
\begin{equation*}
C\left(v_{0}\right)=\frac{2}{\pi^{2}} \sum_{\gamma} \frac{w_{\gamma}^{2} \tau_{\gamma}^{2}}{r_{\gamma}^{2}|\operatorname{tr~} \mathrm{M}(\gamma)-2|} \cos \left(2 \pi n_{\gamma}\left(v_{0}-\frac{1}{2}\right)\right) \hat{g}\left(n_{\gamma}\right) . \tag{9.8}
\end{equation*}
$$

The restriction of the double sum (9.6) to the dual pairs is tantamount to the diagonal approximation used in the semiclassical evaluation of the autocorrelation function [115]. In the present case, the actions of the chosen pairs of periodic orbits complement each other to an integer $n_{\gamma}$, while in the usual diagonal approximation it is the resonant terms, $\mathbf{A}(\gamma)-\mathbf{A}\left(\gamma^{\prime}\right)=0$, which give the dominant "diagonal" contribution.

In deriving (9.8) the energy dependence of the amplitudes of the trace formula could be neglected since the variation of the energy was assumed to be small on the classical scale in (9.3). If $v_{0}$ is taken large (i.e. we are in the semiclassical regime of the spectrum) the classical quantities in (9.8) will hardly change as $v_{0}$ is varied. By grouping together the contributions from all the periodic orbits with the same number of reflections $n_{\gamma}$ we obtain

$$
\begin{equation*}
C\left(v_{0}\right)=\sum_{n=n_{\min }}^{\infty} f(n) \hat{g}(n) \cos \left(2 \pi n\left(v_{0}-\frac{1}{2}\right)\right) \tag{9.9}
\end{equation*}
$$

with

$$
\begin{equation*}
f(n)=\frac{2}{\pi^{2}} \sum_{\gamma: n_{\gamma}=n} \frac{w_{\gamma}^{2} \tau_{\gamma}^{2}}{r_{\gamma}^{2}|\operatorname{tr~} \mathrm{M}(\gamma)-2|} \tag{9.10}
\end{equation*}
$$

Assuming ergodicity, the weighted sum over classical $n$-orbits (9.10) can be calculated as a phase space average. For large $n$ it takes on the universal value $f(n)=n / 8$. At the same time, the number of reflections $n_{\gamma}$ is geometrically bounded from below, $n \geqslant n_{\min }$, for a given cyclotron radius. Hence,

$$
f(n)= \begin{cases}0 & \text { for } n<n_{\min }  \tag{9.11}\\ \frac{1}{8} n & \text { as } n \gg n_{\min }\end{cases}
$$

Eq. (9.9) makes a clear prediction on the form of the cross-correlation function. Even if the classical dynamics changes slowly as $v_{0}$ is varied the infinite sum (9.9) will be appreciable only at energies $v_{0}=N+\frac{1}{2}, \in \mathbb{N}_{0}$, where the cosine terms are stationary. We therefore expect the cross-correlation function to display pronounced, equidistant peaks at large energies. Their positions are expected to coincide with the Landau levels (although they have nothing to do with bulk states) and their appearance provides a direct quantum manifestation of the existence of classically dual orbits.

If the billiard exhibits a discrete symmetry the semiclassical theory suggests also a natural way to test that the predicted structures in $C\left(v_{0}\right)$ are not artefacts (e.g. due to the bulks states). In this case the cross-correlation between exterior and interior spectra with different symmetries is derived in a similar fashion as (9.9). However, now we have

$$
\begin{equation*}
f(n)=\frac{2}{\pi^{2}} \sum_{\gamma: n_{\gamma}=n}(-)^{s_{\gamma}} \frac{w_{\gamma}^{2} \tau_{\gamma}^{2}}{r_{\gamma}^{2}|\operatorname{tr~M}(\gamma)-2|}, \tag{9.12}
\end{equation*}
$$

where $s_{\gamma}$ counts the number of times the periodic orbit $\gamma$ crosses the symmetry line [137]. Since in the sum $s_{\gamma}$ will be even or odd with equal frequency the terms cancel on average and no correlation signal is expected.

### 9.1.3. Action cross-correlations

Next, we consider the Fourier transform of the cross-correlation function (9.3) which highlights its fluctuating part. The semiclassical theory predicts a sequence of equidistant $\delta$-spikes at integer values,

$$
\begin{equation*}
D(t)=\int C\left(v_{0}\right) \mathrm{e}^{-2 \pi \mathrm{i} v_{0} t} \mathrm{~d} v_{0}=\frac{1}{2} \sum_{n=n_{\min }}^{\infty}(-)^{n} f(n) \hat{g}(n) \delta(n-t) \tag{9.13}
\end{equation*}
$$

They correspond to the sums of the actions of dual pairs, which complement each other to integer values, starting from the minimal number of reflections $n_{\text {min }}$.

### 9.1.4. Using the edge magnetization

Let us turn to the question whether the correlation is also seen if one uses the spectral density $d_{\text {edge }}^{(/ . /)}$based on the edge magnetization (7.21) as the spectral measure. It has the advantage of being easier to measure both numerically and in experiments since one does not have to change the boundary conditions. The theoretical treatment is completely analogous to the above with the correlation function now involving an integration over the magnetic length parameter $b$ rather than
the boundary condition:

$$
\begin{equation*}
C_{\operatorname{mag}}\left(v_{0}\right)=\iint d_{\text {edge(int })}^{\operatorname{osc}(\mathcal{M})}\left(v ; b^{2}\right) d_{\text {edge(ext })}^{\operatorname{osc}(\mathcal{M})}\left(v ; b^{2}\right) h\left(\frac{b^{2}-b_{0}^{2}}{b_{0}^{2}}\right) \frac{\mathrm{d}\left(b^{2}\right)}{b_{0}^{2}} g\left(v-v_{0}\right) \mathrm{d} v, \tag{9.14}
\end{equation*}
$$

The linear expansion of the dependence of the energies on $b^{2}$ yields a double sum like Eq. (9.4) with the $w_{n}$ replaced by the magnetic weights $w_{n}^{(M)}$ (7.23). Semiclassically, the integration over $\delta b^{2}$ selects those pairs of interior and exterior orbits which satisfy

$$
\begin{equation*}
w_{\gamma}^{(\mathscr{M})} \tau_{\gamma}=w_{\gamma^{\prime}}^{(\mathcal{M})} \tau_{\gamma^{\prime}}, \tag{9.15}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\left(\mathscr{L}_{\gamma}+\mathscr{L}_{\gamma}^{\prime}\right) \rho=2\left(\mathscr{A}_{\gamma}+\mathscr{A}_{\gamma}^{\prime}\right), \tag{9.15a}
\end{equation*}
$$

which is again the dual pairs, $\gamma^{\prime}=\bar{\gamma}$. (This may be seen from Eqs. (7.28) and (6.60) since the signs of the $\sigma_{j}(6.55)$ and the order of the points of reflection $\mathbf{r}_{j}$ are reversed as one goes from an orbit to its dual. Geometrically, it is evident that dual orbits with $N$ reflections satisfy $\mathscr{L}_{\gamma}+\mathscr{L}_{\bar{\gamma}}=2 \pi \rho N$ and $\mathscr{A}_{\gamma}+\mathscr{A}_{\bar{\gamma}}=\rho^{2} \pi N$.)

These predictions for the cross-correlation function are not restricted to purely chaotic dynamics, although the bouncing map was assumed to be hyperbolic, so far. For the (integrable) disk one obtains a completely analogous result. The function $f(n)$ is not universal in this case, but the prediction remains that $C\left(v_{0}\right)$ is peaked at the energies of the Landau levels. Below, in Section 9.3 it will be shown that semiclassical correlations can be predicted even for mixed chaotic systems (without resorting to periodic orbit theory).

### 9.2. Numerical evidence

In this section we provide numerical evidence supporting the above semiclassical predictions. We start by analyzing the edge spectra of the ellipse billiard. The underlying classical motion is not completely chaotic but still we expect most of the predictions of the semiclassical analysis to hold. We choose this example because we accumulated the most extensive numerical data for this system.

In Fig. 9.1 we show the cross-correlation function (9.4) for the ellipse billiard at magnetic length $b=0.1$. It was calculated from the edge spectra shown in Figs. 7.3 and 7.6. The corresponding classical dynamics exhibits a strict one-to-one correspondence between the interior and the exterior classical dynamics up to $v=21.6$. Beyond this energy, when the cyclotron radius is greater than the minimum radius of curvature, the classical duality still holds in a substantial part of phase space. One observes that $C\left(v_{0}\right)$ is strongly fluctuating and displays pronounced, equidistant peaks at energies $v_{0}=N+\frac{1}{2}$, as predicted by (9.8). In Fig. 9.2 we focus on these dominant structures by plotting the cross-correlation function in terms of $v_{\text {shift }}=v_{0}(\bmod 1)$ around one-half. To check that the resulting correlation signal is not an artefact or due to the accumulation of bulk states we make use of the fact that the spectra of the ellipse decompose into two symmetry classes. As shown above (9.12) one expects $C\left(v_{0}\right)$ to be structureless if one correlates edge spectra belonging to different symmetries. This is clearly supported by the numerical results shown as a dashed line in Fig. 9.2.


Fig. 9.1. Cross-correlation function (9.4) for the elliptic billiard (eccentricity $\varepsilon=0.8, b=0.1, \sigma_{g}=0.001, \sigma_{h}=1$, positive part). The pronounced peaks at $v_{0}=N+\frac{1}{2}, N \in \mathbb{N}_{0}$, indicate the existence of non-trivial correlations between interior and exterior edge states. (The figure remains unchanged if one removes all bulk states from the sum (9.4) by imposing a threshold on $w_{n}$; not shown.)


Fig. 9.2. Cross-correlation function from Fig. 9.1 summed over integer shifts of the argument, $c\left(v_{\text {shift }}\right)=\sum_{n} C\left(n+v_{\text {shift }}\right)$, in order to focus on the positions of the peaks. In the double sum (9.4) the energies were taken within the same symmetry class (solid line) and between different symmetry classes (dotted line).


Fig. 9.3. Fourier transformation $D(t)$ (9.13) of the cross-correlation function $C\left(v_{0}\right)$ given in Fig. 9.1 (absolute value). The peaks at integer $t$ correspond to the combined actions of dual periodic orbits ( $\sigma_{g}=5 \times 10^{-4}, \sigma_{h}=4$ ).

The Fourier transform (9.13) of the cross-correlation function exposes the sums of actions of the contributing pairs of periodic orbits. The absolute value of $D(t)$, calculated for the same spectrum as Fig. 9.1, is shown in Fig. 9.3. In this case, the periodic orbits of the de-symmetrized ellipse have at least $n_{\text {min }}=4$ reflections. One observes that $|D(t)|$ displays distinct spikes at integer values. The real parts of the peaks have signs $(-)^{n}$, as expected from Eq. (9.10) (not shown). As predicted by the semiclassical theory the dominant peaks start at $n_{\min }=4$ which is a clear proof for the classical origin of the edge state correlations. The tiny peaks at $t=1,2,3$ vanish if one decreases the width of the window function $g$ (which in turn deteriorates the statistical significance of the result). They are due to the remnant contributions of the bulk states, and disappear if one removes the bulk states from the correlator sum by setting a threshold on the weights (not shown; the remaining peaks would not change by this procedure).

We repeated the calculation of the cross-correlation function of the ellipse spectrum now using $d_{\text {edge }}^{(\mathscr{M})}(v)$ as the spectral measure. The resulting function exhibits peaks at the Landau energies similar to Fig. 9.1 (not shown). Its Fourier transform is given in Fig. 9.4. Again, the peaks are located at integer values starting at $t=4$. This shows that the edge magnetization density $\tilde{m}_{\text {edge }}$ succeeds to unravel the cross-correlations similar to the edge density $d_{\text {edge }}$ - a reassuring but not a surprising result.

The ellipse spectrum considered so far exhibits generic, mixed chaotic dynamics with relatively large integrable parts in phase space. As the last point, we demonstrate that the correlations do exist also in a system which is completely chaotic. We choose the spectrum of the stadium billiard defined in Fig. 8.5 and use the edge magnetization to define the spectral density. As discussed in Section 8, the spectral interval shown in Fig. 8.6 corresponds to cyclotron radii large enough to ensure that the corresponding classical dynamics is essentially hyperbolic. Fig. 9.5 gives the corresponding cross-correlation function. Like in Fig. 9.2 the variable is plotted modulo one in order to


Fig. 9.4. Fourier transform of the ellipse cross-correlation function (9.14) for the ellipse defined in terms of the edge magnetization density. The graph should be compared to Fig. $9.3\left(\sigma_{g}=5 \times 10^{-4}, \sigma_{h}=0.5\right)$.


Fig. 9.5. Cross-correlation summed over integer shifts of the argument like in Fig. 9.2. The data belongs to the stadium billiard in Fig. 8.6 ( $v=100-135, \sigma_{g}=5 \times 10^{-4}, \sigma_{h}=0.2$, using the edge magnetization density (7.21).) A clear cross-correlation exists between energies of the same symmetry class (full line), while there is no signal if the energies are taken from different symmetry classes (dashed line).
focus attention on the peaks. Again, we observe a clear cross-correlation signal for pairs within the same symmetry class (solid line) while the reference calculation from different symmetry classes shows no peak (dashed line).


Fig. 9.6. For every correlated pair of interior and exterior edge energies, $v$ and $v^{\prime}$, there exists a Landau level $N+\frac{1}{2}$ such that the distances-scaled individually by the reciprocal quantum weights, $w$ and $w^{\prime}$-coincide.

### 9.3. The pair relation

The peaks in $C\left(v_{0}\right)$ were attributed to the complementarity of the actions of dual orbits. Quantum mechanically their occurrence implies that there exists a pairwise relation between individual interior and exterior edge states. This follows from the discussion of the quantum correlator (9.4) above. We have noted that pairs of edge energies contribute only if they have the same weighted distance to the reference energy from the left and right, respectively. Since the peaks appear at $v_{0}=N+\frac{1}{2}$ the interior energies $v_{i}$ and exterior energies $v_{j}^{\prime}$ must appear in pairs which satisfy

$$
\begin{equation*}
\frac{v_{i}-\left(N-\frac{1}{2}\right)}{w_{i}} \cong \frac{\left(N-\frac{1}{2}\right)-v_{j}^{\prime}}{w_{j}^{\prime}} \tag{9.16}
\end{equation*}
$$

with integer $N$, see Fig. 9.6. Although this is not an exact relation, it will be more precise if the two energies are larger and closer, since the semiclassical approximation (7.2) and the linearization (9.2) then hold the better.

It is clear from (9.16) that the information provided by the ratio of the individual quantum weights plays a crucial role in unraveling this pair correlation. It explains why standard correlation functions, which involve unweighted densities, do not show any signal in general. Moreover, the fact that the quantum weights enter reciprocally in (9.16) explains how a pairwise relation between interior and exterior states can exist in spite of different local unweighted densities. It is consistent with the mean edge densities (7.4) being equal in the interior and exterior. Using the weights (7.23) which are based on the magnetization we obtain the same formula. It implies that for correlated pairs the individual ratios of the weights defined by (7.3) and by (7.23) are approximately equal. This is indeed observed numerically.

For a given interior edge state it is of course not known, a priori, which is the associated Landau level $N+\frac{1}{2}$ and the exterior weight. Therefore, even in an asymptotic sense it is not possible to infer an edge spectrum given the complementary one by just using relation (9.16). However, having an interior and exterior edge spectrum available, one can decide whether they belong to the same

Table 9.1
Energies and weights of the correlated pairs in Fig. 9.7, with the primes indicating exterior states

| Pair in Fig. 9.7 | $v_{i}$ | $w_{i}$ | $\frac{v_{i}-v_{0}}{w_{i}}$ | $\frac{v_{0}-v_{j}^{\prime}}{w_{j}^{\prime}}$ | $w_{j}^{\prime}$ | $v_{j}^{\prime}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Top | 32.5367 | 0.826 | 0.0445 | 0.0444 | 0.506 | 32.4775 |
| Middle | 33.5248 | 0.489 | 0.0507 | 0.0501 | 0.533 | 33.4733 |
| Bottom | 32.5082 | 0.286 | 0.0288 | 0.0248 | 0.508 | 32.4874 |

billiard. In the spectra considered so far we could easily spot single pairs of edge states by just using relation (9.16). Examples are given in Table 9.1.

### 9.3.1. An alternative derivation of the pair relation

An independent semiclassical derivation of the pair relation (9.16) can be obtained without invoking periodic orbit theory by inspecting the semiclassical map operators $P^{\text {int }}$ and $P^{\text {ext }}$ of the interior and the exterior, see Section 6.2. We present here the derivation for the magnetization-based weights (7.23), the calculation for the weights (7.3) is quite analogous. If follows from the discussion of (6.27) that the interior Dirichlet number counting function can be written in terms of the eigenphases $\theta_{\ell}\left(v ; b^{2}\right)$ of the unitary map operator $\mathrm{P}^{\text {int }}$,

$$
\begin{equation*}
\mathrm{N}_{\mathrm{skip}}^{\mathrm{int}}\left(v ; b^{2}\right)=\sum_{\ell} \Theta_{2 \pi}\left(\theta_{\ell}\left(v ; b^{2}\right)+\pi\right) \tag{9.17}
\end{equation*}
$$

where $\Theta_{2 \pi}(\theta)$ is the unit staircase function at integer multiples of $2 \pi$. The interior edge state density (7.22) is then given by

$$
\begin{align*}
d_{\text {edge }}^{(/ \mathcal{M})}\left(v ; b^{2}\right) & =-\frac{b^{2}}{v} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}} \mathrm{~N}_{\text {skip }}^{\mathrm{int}}\left(v ; b^{2}\right) \\
& =-\frac{b^{2}}{v} \sum_{\ell} \frac{\mathrm{d} \theta_{\ell}}{\mathrm{d} b^{2}}\left(v ; b^{2}\right) \delta_{2 \pi}\left(\theta_{\ell}\left(v ; b^{2}\right)+\pi\right) \tag{9.18}
\end{align*}
$$

with $\delta_{2 \pi}(\theta)=(\mathrm{d} / \mathrm{d} \theta) \Theta_{2 \pi}(\theta)$ the $2 \pi$-periodic $\delta$-function. The unweighted spectral density (3.9) is obtained in the same way by taking the derivative of (9.17) with respect to $v$. Comparing the two densities we conclude that the edge state weights are given by

$$
\begin{equation*}
w^{(\mathscr{M})}=-\left.\frac{b^{2}}{v} \frac{\frac{\mathrm{~d} \theta_{\ell}}{\mathrm{d} b^{2}}\left(v ; b^{2}\right)}{\frac{\mathrm{d} \theta_{\ell}}{\mathrm{d} v}\left(v ; b^{2}\right)}\right|_{\theta_{\ell}(v)=\pi \bmod 2 \pi} . \tag{9.19}
\end{equation*}
$$

The same equations hold for the exterior quantities (labeled by a prime) with a plus sign in (9.18) and (9.19). Now we make use of the duality relation (6.28) between the interior and the exterior map operators. It implies

$$
\begin{equation*}
\theta_{\ell}\left(v ; b^{2}\right)+\theta_{\ell}^{\prime}\left(v ; b^{2}\right)=2 \pi\left(v-\frac{1}{2}\right)+2 \pi \tilde{M} \tag{9.20}
\end{equation*}
$$

with integer $\tilde{M}$. Take a pair of interior and exterior energies $v$ and $v^{\prime}$ which are determined by the $\ell$ th eigenphase, i.e., $\theta_{\ell}(v)+\pi=2 \pi M$ and $\theta_{\ell}^{\prime}\left(v^{\prime}\right)+\pi=2 \pi M^{\prime}$ with integer $M, M^{\prime}$. If we expand the eigenphases to first order around the Landau level $v_{0}=M+M^{\prime}-\tilde{M}-\frac{1}{2}$ we obtain from (9.20)

$$
\begin{equation*}
\frac{\Delta v}{\Delta v^{\prime}} \cong-\frac{\frac{\mathrm{d}}{\mathrm{~d} v} \theta_{\ell}^{\prime}\left(v_{0} ; b^{2}\right)}{\frac{\mathrm{d}}{\mathrm{~d} v} \theta_{\ell}\left(v_{0} ; b^{2}\right)}=\frac{\frac{b^{2}}{v_{0}} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}} \theta_{\ell}\left(v_{0} ; b^{2}\right) / \frac{\mathrm{d}}{\mathrm{~d} v} \theta_{\ell}\left(v_{0} ; b^{2}\right)}{\frac{b^{2}}{v_{0}} \frac{\mathrm{~d}}{\mathrm{~d} b^{2}} \theta_{\ell}^{\prime}\left(v_{0} ; b^{2}\right) / \frac{\mathrm{d}}{\mathrm{~d} v} \theta_{\ell}^{\prime}\left(v_{0} ; b^{2}\right)} \cong-\frac{w^{(M)}}{w^{\prime(M)}} \tag{9.21}
\end{equation*}
$$

with $\Delta v=v-v_{0}$ and $\Delta v^{\prime}=v^{\prime}-v_{0}$. The first equality holds if the distances to the Landau level $\Delta v$ and $\Delta v^{\prime}$ are sufficiently small. To the same degree of approximation we can replace the Landau energy $v_{0}$ by the eigenenergies $v$ and $v^{\prime}$ and using (9.19) we get the pair relation (9.16) in terms of the magnetic weights (last equality). The fact that it can be obtained without resorting to periodic orbit theory shows that the pairwise cross-correlation is a generic semiclassical feature of dual magnetic billiards and is not related to the type of the classical motion. We note that the duality relation (6.28) also implies that in the vicinity of a Landau level the operators $P^{\text {int }}$ and $P^{\text {ext }}$ are approximately inverse to each other. Hence, for correlated pairs of eigenstates the normal derivatives at the boundary are expected to be approximately equal (see the numerical test below).

### 9.3.2. Correlated wave functions

We proceed to present three pairs of correlated wave functions of the ellipse billiard. The interior states were chosen to have different locations in Fig. 7.6 which displays the distribution of quantum weights (top part). At energies corresponding to $\rho \approx 0.57$ we took states with weights lying in the top branch of the rightmost bifurcation structure, in the middle, and in the bottom branch, respectively. The respective correlated exterior states were identified using the pair relation (9.16). Table 9.1 lists the data for the three pairs.

Fig. 9.7 displays superimpositions of the interior and the exterior wave functions. One clearly observes that the top and bottom wave functions are localized on dual periodic orbits. In agreement with this observation one finds that the structures of increased density of classical weights in Fig. 7.6 (bottom part) may be attributed to periodic orbits which bifurcate as the cyclotron radius $\rho$ is increased. The top and bottom wave functions were taken from a fork which belongs to orbits with period 6. Two of these orbits are shown in Fig. 9.8 along with their dual partners.

The middle wave functions in Fig. 9.7, in contrast, are localized on a chaotic region in phase space confined by un-destroyed invariant tori. For comparison, an unstable pair of dual classical orbits from this region is given in the middle part of Fig. 9.8. Note that it exhibits the same spatial extension as the wave functions. Here, the correlation of interior and exterior wave functions is not evident from the visual inspection.

The most convincing evidence for the correlation between interior and exterior eigenfunctions comes from a striking similarity of their respective normal derivatives at the boundary. This is a feature shared by all pairs of correlated wave functions, including those which are based on a chaotic part of the phase space. To show this clearly we compare in Fig. 9.9 the normal derivatives


Fig. 9.7. Pairs of correlated interior and exterior wave functions. The energies and weights are given Table 9.1. (Ellipse billiard at $b=0.1$; the shading is proportional to the modulus of the wave function, and the boundary is indicated by a dotted line.)


Fig. 9.8. Dual pairs of classical periodic orbits in the ellipse billiard, at $\rho=0.57$. The top and bottom orbits are stable, while the middle one is unstable. Their classical weights (7.11) correspond to the quantum weights (7.3) of the states in Fig. 9.7.


Fig. 9.9. Boundary functions $|u|=\left|\partial_{n / b} \psi-i \tilde{A}_{n} \psi\right|$ of the correlated wave functions depicted in Fig. 9.10 (along one-half of the boundary). Solid line: interior $(v=110.6567)$, dotted line: exterior $\left(v^{\prime}=110.4841\right)$. The difference is given as a dashed line.


Fig. 9.10. A typical pair of correlated wave functions taken from the spectrum displayed in Fig. 8.6 (superimposed; $v=110.6567, v^{\prime}=110.4841, b=0.2$ ). The stadium-shaped boundary is not drawn but visible as a regular nodal line. Fig. 9.11 shows the pair on a larger scale.
of a typical pair of correlated states taken from the stadium billiard. One observes that the moduli resemble each other, even though they are rather irregular. The difference of the interior and the exterior values is indicated by the dashed line. As a consequence of (9.16), one expects in general that the difference is smaller if the two edge states in energy are closer. If the edge energies happened to coincide this would have to take place on a Landau level according to (9.16) and the continuation of one wave function would simply yield the other, i.e. the normal derivatives would coincide.

In Fig. 9.10 we show the wave functions of the pair from the stadium billiard for which the boundary functions are shown in Fig. 9.9. Although they exhibit the typical irregular pattern of wave function based on a chaotic part of phase space, one can notice that the interior and exterior structures match. In the exterior wave function scars of periodic orbits may be discerned if viewed with some measure of imagination, see Fig. 9.11. Here, the circular structures match the classical cyclotron radius $\rho \cong 2.10$.


Fig. 9.11. The pair of correlated interior and exterior wave functions from Fig. 9.10 on a larger scale. The black line indicates the stadium-shaped boundary. The circular scars in the exterior wave function match the classical cyclotron radius $\rho \simeq 2.10$.

## 10. Conclusions

The main goal of this review was to present a practical and coherent theoretical framework for the study of magnetic edge states allowing in particular the investigation of their semiclassical properties. An important step was to set up a quantitative and physically meaningful definition for the notion of edge states. It became the crucial ingredient for identifying the quantum analogue of the classical interior-exterior duality. In the remainder we discuss a few of the unsettled problems and comment on possible new directions of research motivated by the progress made so far.

The boundary integral method presented in Section 4 was formulated only for smooth boundaries. This restriction was crucial for the regularization of the hypersingular integral operators, which is necessary at non-Dirichlet boundary conditions, and a general treatment of corners or cusps is still missing. Also the effect of the general boundary conditions on the smooth number counting function was computed indirectly only. Balian and Bloch and others developed a systematic method for the computation of these quantities $[80,81]$ which should be extended to the magnetic case. The implementation of this program is technically far from being simple and awaits a proper treatment.

As a natural direction of further research one should ask whether the proposed spectral measure is applicable and useful in other areas, specifically for the physics of the (fractional) Quantum Hall effect, where the concept of edge states is frequently employed without a clear definition. The introduction of confining walls which extend to infinity adds an essentially new dimension to the study of edge states. It requires a scattering theory appropriate to the continuous spectrum encountered in such systems. The models investigated so far dealt with the simplest geometries [138,139]. Once an obstacle (i.e., a billiard) is placed near a wall or between parallel walls, scattering resonances will appear. Their analysis is important from an experimental point of view and theoretically challenging since they introduce resonant transitions between counter-propagating modes along adjacent leads.

In the field-free case the scattering matrix is often discussed in terms of boundary integrals, and we expect that the techniques developed in Section 4 may provide convenient tools for the corresponding magnetic scattering theory-the same holds for the development of a semiclassical scattering theory. These problems are bound to find applications for magneto-transport experiments involving ballistic mesoscopic devices.

The quantum interior-exterior duality belongs to a more general class of problems emerging in the field of quantum chaos. Here, one considers systems whose classical dynamics are related in some way and asks for the quantum correlations implied by the classical correlations and how they emerge in the semiclassical limit. Recently B. Gutkin analyzed the boundary operators for a line partitioning the $2 d$-sphere [140] and found that the corresponding semiclassical map operators are related by an analogue of Eq. (6.28). More complicated surfaces or the consequences of other classical relations were not yet analyzed but are a natural direction of further research.
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## Appendix A.

## A.1. Green function in angular momentum representation

In Section 2.5 the magnetic Green function was obtained by a direct evaluation of the Fourier integral. In the present appendix we derive its angular momentum decomposition. This lets us correct some erroneous results in the literature and discuss the irregular Green function. Moreover, the solutions of the radial Schrödinger equation will be needed below, in Appendix A.3.

The symmetric gauge must be employed since only this choice renders the angular momentum a constant of the motion. In polar coordinates the inhomogeneous Schrödinger equation (2.50) then assumes the form

$$
\begin{equation*}
\left[-\frac{1}{4}\left(\partial_{\tilde{r}}^{2}+\frac{1}{\tilde{r}} \partial_{\tilde{r}}\right)+\frac{1}{4}\left(\tilde{r}+\mathrm{i} \frac{\partial_{\vartheta}}{\tilde{r}}\right)^{2}-v\right] \mathrm{G}_{v}=-\frac{1}{4} \delta\left(\tilde{\mathbf{r}}-\tilde{\mathbf{r}}_{0}\right) \tag{A.1}
\end{equation*}
$$

An ansatz in terms of the difference of polar angles,

$$
\begin{equation*}
\mathrm{G}_{v}\left(\mathbf{r}, \mathbf{r}_{0}\right)=\frac{1}{2 \pi} \sum_{m=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} m\left(\vartheta-\vartheta_{0}\right)} G_{m}\left(\tilde{r}, \tilde{r}_{0}\right) \tag{A.2}
\end{equation*}
$$

which cannot be justified a priori, separates the radial and the angular coordinates. For $\tilde{r} \neq \tilde{r}_{0}$ the functions $G_{m}$ solve the radial Schrödinger equation in the plane

$$
\begin{equation*}
\left[\partial_{\tilde{r}}^{2}+\frac{1}{\tilde{r}} \partial_{\tilde{r}}-\frac{\left(\tilde{r}^{2}-m\right)^{2}}{\tilde{r}^{2}}+4 v\right] G_{m}\left(\tilde{r}, \tilde{r}_{0}\right)=0 . \tag{A.3}
\end{equation*}
$$

The definition

$$
\begin{equation*}
G_{m}\left(\tilde{r}, \tilde{r}_{0}\right)=\tilde{r}^{|m|} \mathrm{e}^{-\hat{r}^{2} / 2} g_{m}\left(\tilde{r}^{2}\right) \tag{A.4}
\end{equation*}
$$

leads to an equation for $g_{m}$,

$$
\begin{equation*}
z g_{m}^{\prime \prime}(z)+(1+|m|-z) g_{m}^{\prime}(z)-\left(\frac{1}{2}-v+\frac{|m|-m}{2}\right) g_{m}(z)=0 \tag{A.5}
\end{equation*}
$$

which is known as Kummer's differential equation and is solved by the regular and irregular hypergeometric function, ${ }_{1} \mathrm{~F}_{1}$ and U , respectively [41]. For energies different from the Landau levels it follows that a pair of independent solutions $u_{1}, u_{2}$ of the radial Schrödinger equation (A.3) is given by

$$
\begin{equation*}
u_{1}(\tilde{r})=\tilde{r}^{|m|} \mathrm{e}^{-\tilde{r}^{2} / 2}{ }_{1} \mathrm{~F}_{1}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m|, \tilde{r}^{2}\right) \tag{A.6}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{2}(\tilde{r})=\tilde{r}^{|m|} \mathrm{e}^{-\tilde{r}^{2} / 2} \mathrm{U}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m|, \tilde{r}^{2}\right) . \tag{A.7}
\end{equation*}
$$

Both are real valued solutions. $u_{1}$ is bounded at $\tilde{r}=0$ and diverges as $\tilde{r} \rightarrow \infty$. The function $u_{2}$, on the other hand, decays like a Gaussian in this limit but displays a (logarithmic) singularity as $\tilde{r} \rightarrow 0$.

Another fundamental system of equation (A.3) is obtained if one replaces $u_{2}$ by

$$
\begin{equation*}
u_{2}^{\operatorname{irr}}(\tilde{r})=\tilde{r}^{|m|} \mathrm{e}^{+\tilde{r}^{2} / 2} \mathrm{U}\left(\frac{1}{2}+v+\frac{|m|+m}{2}, 1+|m|,-\tilde{r}^{2}\right) . \tag{A.8}
\end{equation*}
$$

This is a complex valued solution [141] which we call "irregular". Apart from its logarithmic singularity at $\tilde{r} \rightarrow 0$, it diverges exponentially as $\tilde{r} \rightarrow \infty$.

Both $u_{1}$ and $u_{2}$ are needed to form a solution $G_{m}$ of the inhomogeneous equation (A.1) since the $\delta$-function implies a discontinuity of the derivative,

$$
\begin{equation*}
\partial_{1} G_{m}\left(\tilde{r}_{0}+0, \tilde{r}_{0}\right)-\partial_{1} G_{m}\left(\tilde{r}_{0}-0, \tilde{r}_{0}\right)=\frac{1}{\tilde{r}_{0}}, \tag{A.9}
\end{equation*}
$$

The requirement that the Green function must vanish as $\tilde{r} \rightarrow \infty$, together with its continuity at $\tilde{r}=\tilde{r}_{0}$, leads necessarily to the form

$$
G_{m}\left(\tilde{r}, \tilde{r}_{0}\right)=\frac{1}{\tilde{r}_{0} W\left(\tilde{r}_{0}\right)} \begin{cases}u_{1}(\tilde{r}) u_{2}\left(\tilde{r}_{0}\right) & \text { if } r<r_{0}  \tag{A.10}\\ u_{2}(\tilde{r}) u_{1}\left(\tilde{r}_{0}\right) & \text { if } r>r_{0}\end{cases}
$$

with Wronskian $W=u_{1} u_{2}^{\prime}-u_{1}^{\prime} u_{2}$. In total, the Green function in angular momentum decomposition and symmetric gauge is given by

$$
\begin{align*}
\mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}\right)= & \frac{-1}{4 \pi} \sum_{m=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} m\left(\vartheta-\vartheta_{0}\right)} \frac{\Gamma\left(\frac{1}{2}-v+\frac{|m|-m}{2}\right)}{|m|!}\left(\frac{r r_{0}}{b^{2}}\right)^{|m|} \exp \left(-\frac{r^{2}+r_{0}^{2}}{2 b^{2}}\right) \\
& \times{ }_{1} \mathrm{~F}_{1}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m|, z_{<}\right) \\
& \times \mathrm{U}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m|, z_{>}\right) \tag{A.11}
\end{align*}
$$

$$
\begin{align*}
& =\frac{-1}{4 \pi} \sum_{m=-\infty}^{\infty} \mathrm{e}^{\mathrm{i} m\left(\vartheta-\vartheta_{0}\right)} \frac{\Gamma\left(\frac{1}{2}-v+\frac{|m|-m}{2}\right)}{|m|!}\left(\frac{r r_{0}}{b^{2}}\right)^{-1} M_{v+m / 2,|m| / 2}\left(z_{<}\right) \\
& \quad \times W_{v+m / 2,|m| / 2}\left(z_{>}\right) \tag{A.12}
\end{align*}
$$

with $M_{k, \mu}(z)$ and $W_{k, \mu}(z)$ the regular and irregular Whittaker functions [41], and

$$
\begin{equation*}
z_{<}:=\min \left(\frac{\mathbf{r}^{2}}{b^{2}}, \frac{\mathbf{r}_{0}^{2}}{b^{2}}\right) \quad \text { and } \quad z_{>}:=\max \left(\frac{\mathbf{r}^{2}}{b^{2}}, \frac{\mathbf{r}_{0}^{2}}{b^{2}}\right) \tag{A.13}
\end{equation*}
$$

Note that this expression differs slightly from the (incorrect) expressions in [37] and [31, Eq. (6.2.26)].

An independent solution to the inhomogeneous problem (A.1) may be obtained if one drops the requirement that the Green function should vanish as $\tilde{r} \rightarrow \infty$. It involves the irregular solution (A.8) and leads to the Green function

$$
\begin{align*}
\mathrm{G}_{v}^{(\mathrm{irr})}\left(\mathbf{r} ; \mathbf{r}_{0}\right)= & \frac{-1}{4 \pi} \sum_{m=-\infty}^{\infty} \mathrm{e}^{\mathrm{i}\left(\vartheta-\vartheta_{0}+\pi\right) m} \frac{\Gamma\left(\frac{1}{2}+v+\frac{|m|+m}{2}\right)}{|m|!}\left(\frac{r r_{0}}{b^{2}}\right)^{|m|} \exp \left(\frac{r^{2}+r_{0}^{2}}{2 b^{2}}\right) \\
& \times{ }_{1} \mathrm{~F}_{1}\left(\frac{1}{2}+v+\frac{|m|+m}{2}, 1+|m|,-z_{<}\right) \\
& \times \mathrm{U}\left(\frac{1}{2}+v+\frac{|m|+m}{2}, 1+|m|,-z_{>}\right) \tag{A.14}
\end{align*}
$$

which we call "irregular". This expression was derived by Tiago et al. [38]. Unlike the regular Green function (A.11), this one diverges exponentially once the distance between initial and final point exceeds one cyclotron diameter. This property renders the irregular Green function impractical for most purposes.

## A.2. The null field method

The null field method is an alternative scheme to quantize magnetic billiards in the interior [38]. We include it for completeness although its practical use is limited.

Let us start with Eq. (4.4). In terms of the irregular Green function it reads

$$
\begin{equation*}
\int_{\Gamma} \mathrm{G}_{v}^{(\mathrm{irr})}\left(\mathbf{r} ; \mathbf{r}_{0}\right) \partial_{n / b} \psi^{*} \frac{\mathrm{~d} \Gamma}{b}=0 \tag{A.15}
\end{equation*}
$$

where we chose $\mathbf{r}_{0} \in \mathbb{R}^{2} \backslash \mathscr{D}$, Dirichlet boundary conditions, and the symmetric gauge. Rather than transforming this into an integral equation we place $\mathbf{r}_{0}$ on a (large) circle with radius $R_{p}$ which is centered at the origin and surrounds the billiard domain.

Now assume that the billiard boundary is given as a function $r(\theta)$ of the polar angle and expand the unknown boundary function in a Fourier series,

$$
\begin{equation*}
\partial_{n / b} \psi^{*}(r(\theta))=\sum_{\ell} \mathrm{e}^{\mathrm{i} \theta \ell} c_{\ell} \tag{A.16}
\end{equation*}
$$

Using the angular momentum decomposition (A.14) of the irregular Green function equation (A.15) assumes the form

$$
\begin{equation*}
\sum_{\ell, m=-\infty}^{\infty} \mathrm{e}^{-\mathrm{i} \theta_{0} m} a_{m} B_{m \ell} c_{\ell}=0 \tag{A.17}
\end{equation*}
$$

with

$$
\begin{align*}
a_{m}= & (-)^{m} \frac{\Gamma\left(\frac{1}{2}+v+\frac{|m|+m}{2}\right)}{|m|!}\left(\frac{R_{p}}{b^{2}}\right)^{|m|} \exp \left(\frac{R_{p}^{2}}{2 b^{2}}\right) \\
& \times \mathrm{U}\left(\frac{1}{2}+v+\frac{|m|+m}{2}, 1+|m|,-\frac{R_{p}^{2}}{b^{2}}\right) \tag{A.18}
\end{align*}
$$

and

$$
\begin{align*}
B_{m \ell}= & \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i}(m+\ell) \theta}\left(\frac{r(\theta)}{b^{2}}\right)^{|m|} \exp \left(\frac{r^{2}(\theta)}{2 b^{2}}\right) \\
& \times{ }_{1} \mathrm{~F}_{1}\left(\frac{1}{2}+v+\frac{|m|+m}{2}, 1+|m|,-\frac{r^{2}(\theta)}{b^{2}}\right) \mathrm{d} \theta  \tag{A.19}\\
= & \int_{0}^{2 \pi} \mathrm{e}^{\mathrm{i}(m+\ell) \theta}\left(\frac{r(\theta)}{b^{2}}\right)^{|m|} \exp \left(-\frac{r^{2}(\theta)}{2 b^{2}}\right) \\
& \times{ }_{1} \mathrm{~F}_{1}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m|, \frac{r^{2}(\theta)}{b^{2}}\right) \mathrm{d} \theta \tag{A.19a}
\end{align*}
$$

Eq. (A.17) holds for all polar angles $\theta_{0}$. For negative arguments the function $U$ is known to be complex and non-zero [141]. Therefore we can divide by $a_{m}$ for all $R_{p}$ which leaves the condition for the existence of a nontrivial solution $c_{\ell}$ to

$$
\begin{equation*}
\operatorname{det}\left(B_{m \ell}\right)=0 . \tag{A.20}
\end{equation*}
$$

This is a spectral equation which was derived by Tiago et al. [38] (except for a misprint in their paper).

## A.3. Exact quantization of the magnetic disk

We briefly describe how to quantize the interior and the exterior of the magnetic disk. As discussed in Section 6.5, the problem is separable in the symmetric gauge. For this choice the exact solutions of the free Schrödinger equation are given above, see (A.6) and (A.7). It follows that the interior and the exterior eigenfunctions of the disk are specified uniquely by their behavior at the origin and at infinity, respectively, and by the angular momentum quantum number $m$. Since the interior wave function (at energy $v$ ) must be regular at the origin it has the form

$$
\begin{equation*}
\psi_{m}(r, \vartheta)=\mathscr{N}_{\text {int }} \mathrm{e}^{\mathrm{i} m \vartheta}\left(\frac{r}{b}\right)^{|m|} \mathrm{e}^{-r^{2} / 2 b^{2}} \gamma s t_{1} \mathrm{~F}_{1}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m| ; \frac{r^{2}}{b^{2}}\right) . \tag{A.21}
\end{equation*}
$$

For the exterior wave function, which must vanish at infinity, we have

$$
\begin{equation*}
\psi_{m}(r, \vartheta)=\mathscr{N}_{\mathrm{ext}} \mathrm{e}^{\mathrm{i} m \vartheta}\left(\frac{r}{b}\right)^{|m|} \mathrm{e}^{-r^{2} / 2 b^{2}} \mathrm{U}\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m| ; \frac{r^{2}}{b^{2}}\right) \tag{A.22}
\end{equation*}
$$

Upon applying the general boundary conditions (3.6) at the disk radius $r=R$ one obtains the spectral functions

$$
\begin{align*}
\xi_{\text {disk }}\left(v ; m, \Lambda, \frac{R}{b}\right)= & {\left[\sqrt{v}+( \pm \Lambda)\left(\frac{R}{2 b}-\frac{|m| b}{2 R}\right)\right] K\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m| ; \frac{R^{2}}{b^{2}}\right) } \\
& -( \pm \Lambda) \frac{R}{b} \partial_{3} K\left(\frac{1}{2}-v+\frac{|m|-m}{2}, 1+|m| ; \frac{R^{2}}{b^{2}}\right) \tag{A.23}
\end{align*}
$$

with

$$
K(a, b ; z)= \begin{cases}{ }_{1} \mathrm{~F}_{1}(a, b ; z) & \text { for the interior }  \tag{A.24}\\ \mathrm{U}(a, b ; z) & \text { for the exterior }\end{cases}
$$

( $\partial_{j} K$ indicates partial derivation with respect to the $j$ th argument.) Unlike the semiclassical case (6.98), one cannot predetermine the radial quantum number here but has to search for all zeros at given angular quantum number $m$. The derivatives of the energies with respect to external parameters are given explicitly by derivatives of the spectral function like in the semiclassical case. For variations in the boundary condition we find

$$
\begin{equation*}
\left.\frac{\mathrm{d} v}{\mathrm{~d} \Lambda}\right|_{\Lambda=0}=\mp \frac{R}{\sqrt{v} b} \frac{\partial_{3} K}{\partial_{1} K} \tag{A.25}
\end{equation*}
$$

with the arguments of $K$ like above. Similarly, the derivatives with respect to the magnetic length are given by the quotient

$$
\begin{equation*}
b^{2} \frac{\mathrm{~d} v}{\mathrm{~d} b^{2}}=-\frac{R^{2}}{b^{2}} \frac{\partial_{3} K}{\partial_{1} K} \tag{A.26}
\end{equation*}
$$

We note the relation

$$
\begin{equation*}
b^{2} \frac{\mathrm{~d} v}{\mathrm{~d} b^{2}}= \pm\left.\sqrt{v} \frac{R}{b} \frac{\mathrm{~d} v}{\mathrm{~d} \Lambda}\right|_{\Lambda=0} \tag{A.27}
\end{equation*}
$$

which holds in the semiclassical case as well.

## A.4. The stationary phase approximation

The method of the stationary phase yields asymptotic expansions of integrals with rapidly oscillating integrands like $\int g(x) \mathrm{e}^{2 \pi \mathrm{i} v f(x)} \mathrm{d} x$. One can show that for large $v$ the leading order contribution stems from the stationary points of the phase $f$. After an expansion of the phase to second order around these points and the use of the Gaussian integral

$$
\begin{equation*}
\int_{-\infty}^{\infty} \mathrm{e}^{\mathrm{i} a x^{2}} \mathrm{~d} x=\left(\frac{\pi}{|a|}\right)^{1 / 2} \mathrm{e}^{\mathrm{i} \operatorname{sgn}(a) \pi / 4} \tag{A.28}
\end{equation*}
$$

one finds that for functions $f, g \in C^{\infty}(\mathbb{R})$ where $f$ has a finite number of non-degenerate stationary points $x_{j}$, i.e., $f^{\prime}\left(x_{j}\right)=0$, the asymptotic expansion reads [142]

$$
\begin{equation*}
\int g(x) \mathrm{e}^{2 \pi \mathrm{iv} f(x)} \mathrm{d} x=\frac{1}{\sqrt{v}} \sum_{x_{j}} \frac{g\left(\mathbf{x}_{j}\right)}{\left|f^{\prime \prime}\left(x_{j}\right)\right|^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{iv} f\left(x_{j}\right)+\mathrm{i}(\pi / 4) \operatorname{sgn}\left(f^{\prime \prime}\left(x_{j}\right)\right)}\left(1+\mathrm{O}\left(v^{-1}\right)\right) \tag{A.29}
\end{equation*}
$$

as $v \rightarrow \infty$. For functions of an $N$-dimensional argument, $f, g \in C^{\infty}\left(\mathbb{R}^{N}\right)$, an analogous form can be found [143]:

$$
\begin{equation*}
\int g(\mathbf{x}) \mathrm{e}^{2 \pi \mathrm{i} v f(\mathbf{x})} \mathrm{d}^{N} \mathbf{x} \sim\left(\frac{\mathrm{i}}{v}\right)^{N / 2} \sum_{\mathbf{x}_{j}} \frac{g\left(\mathbf{x}_{j}\right)}{\left|\operatorname{det} f^{\prime \prime}\left(\mathbf{x}_{j}\right)\right|^{1 / 2}} \mathrm{e}^{2 \pi \mathrm{i} v f\left(\mathbf{x}_{j}\right)-\mathrm{i} \mathrm{v}_{j} \pi / 2} \tag{A.30}
\end{equation*}
$$

Here, $v_{j}$ gives the number of negative eigenvalues of the matrix $f^{\prime \prime}\left(\mathbf{x}_{j}\right)$.

## A.4.1. A peculiar $\delta$-function

As an immediate application the stationary phase approximation allows to show that the complex function

$$
\begin{equation*}
\delta_{\varepsilon}(\xi):=\frac{1}{(2 \pi \mathrm{i})^{1 / 2}} \frac{\exp \left(\mathrm{i} \xi^{2} / 2 \varepsilon\right)}{\sqrt{\varepsilon}} \tag{A.31}
\end{equation*}
$$

has the property of a one-dimensional Dirac $\delta$-function,

$$
\begin{align*}
& \int \delta_{\varepsilon}(\xi) \mathrm{d} \xi=1  \tag{A.32}\\
& \int g(\xi) \delta_{\varepsilon}(\xi) \mathrm{d} \xi=g(0)(1+\mathrm{O}(\varepsilon)) \quad \text { as } \varepsilon \rightarrow 0 \tag{A.32a}
\end{align*}
$$

This follows from (A.28) and (A.29), with $v=1 / \varepsilon$ and $f=x^{2} / 2$, and is not easily proven otherwise. The product of (A.31) for the two Cartesian components of the vector $\mathbf{r}$ yields the two dimensional $\delta$-function

$$
\begin{equation*}
\lim _{\varepsilon \rightarrow 0} \frac{1}{2 \pi \mathrm{i} b^{2}} \frac{1}{\varepsilon} \exp \left[\mathrm{i} \frac{\left(\mathbf{r}-\mathbf{r}_{0}\right)^{2}}{2 \varepsilon b^{2}}\right]=\delta\left(\mathbf{r}-\mathbf{r}_{0}\right) \tag{A.33}
\end{equation*}
$$

which shows up in (2.48).

## A.5. The product relation of the map operators

We show that the relations (6.25) for the products of the interior and exterior map operators (6.24) hold semiclassically. They were needed to prove the factorization of the spectral function. Since possible saddle point contributions are excluded by the vanishing prefactors and the duality condition the only relevant contribution to the product stems from regions where the initial and the final point are close. Hence, we are allowed to replace the boundary locally by a circular arc. It follows that expressions (6.72)-(6.75) derived for the disk billiards may be employed to show that the kernel of the product (6.25) acts like a $\delta$-function. Assuming the angle between the initial and
the final point $\delta \varphi=\left(s-s_{0}\right) / R$ to be small we find

$$
\begin{align*}
& \left(\mathrm{p}_{\mathrm{S}}^{\mathrm{int}} \mathrm{p}_{\mathrm{L}}^{\mathrm{ext}}\right)\left(s, s_{0}\right) \\
& =\frac{1}{2 \pi \mathrm{i}} \frac{b}{R} \int \mathrm{~d} \varphi^{\prime}\left(\frac{\mathrm{d}^{2}\left(2 \pi v \mathrm{a}_{\mathrm{S}}\right)}{\mathrm{d} \varphi \mathrm{~d} \varphi_{0}}\left(\varphi^{\prime}-\varphi_{0}\right) \frac{\mathrm{d}^{2}\left(2 \pi v \mathrm{a}_{\mathrm{L}}\right)}{\mathrm{d} \varphi_{0} \mathrm{~d} \varphi^{\prime}}\left(\varphi_{0}+\delta \varphi-\varphi^{\prime}\right)\right)^{1 / 2} \\
& \quad \times \mathrm{e}^{2 \pi \mathrm{iv}\left(\mathrm{as}_{( }\left(\varphi^{\prime}-\varphi_{0}\right)+\mathrm{a}_{\mathrm{L}}\left(\varphi_{0}+\delta \varphi-\varphi^{\prime}\right)\right)} \begin{cases}-\Theta\left(\varphi^{\prime}-\varphi_{0}\right) \Theta\left(\varphi^{\prime}-\varphi_{0}+\delta\right) & \text { if } \Gamma_{\mathrm{d}}>1 \\
-1 & \text { if } \Gamma_{\mathrm{d}}<1\end{cases} \\
& \simeq \frac{1}{\pi} \frac{b v}{R} \int \mathrm{~d} \varphi^{\prime}\left|\frac{\mathrm{d}^{2}\left(\pi \mathrm{a}_{\mathrm{L}}\right)}{\mathrm{d} \varphi^{\prime} \mathrm{d} \varphi_{0}}\left(\varphi_{0}-\varphi^{\prime}\right)\right| \mathrm{e}^{2 \pi \mathrm{i} v+2 \pi \mathrm{iv} \partial_{\varphi_{0}} \mathrm{a}_{\mathrm{L}}\left(\varphi_{0}-\varphi^{\prime}\right) \delta \varphi} \begin{cases}-\Theta\left(\varphi^{\prime}-\varphi_{0}\right) \\
-1\end{cases} \\
& =  \tag{A.34}\\
& =\frac{b}{\pi} \frac{b v}{R} \mathrm{e}^{2 \pi \mathrm{i} v} \int \mathrm{~d} \varphi^{\prime} \frac{\mathrm{d} u_{\mathrm{L}}}{\mathrm{~d} \varphi^{\prime}} \mathrm{e}^{2 \mathrm{iv} u_{\mathrm{L}} \delta \varphi} \begin{cases}\Theta\left(\varphi^{\prime}-\varphi_{0}\right) & \text { if } \Gamma_{\mathrm{d}}>1 \\
1 & \text { if } \Gamma_{\mathrm{d}}<1,\end{cases}
\end{align*}
$$

with $\Gamma_{\mathrm{d}}=R /\left(b v^{1 / 2}\right)$, see (6.64). The dependence on $\delta \varphi$ was expanded linearly in the phase and neglected in the prefactor. The latter is cancelled by the change of the integration variable to $u_{\mathrm{L}}:=\pi \partial_{\varphi_{0}} \mathrm{a}_{\mathrm{L}}\left(\varphi_{0}-\varphi^{\prime}\right)$. Likewise, one finds for the second combination of interior and exterior operators:

$$
\left(\mathrm{p}_{\mathrm{L}}^{\text {int }} \mathrm{p}_{\mathrm{S}}^{\text {ext }}\right)\left(s, s_{0}\right)=\frac{1}{\pi} \frac{b v}{R} \mathrm{e}^{2 \pi \mathrm{i} v} \int \mathrm{~d} \varphi^{\prime} \frac{\mathrm{d} u_{\mathrm{S}}}{\mathrm{~d} \varphi^{\prime}} \mathrm{e}^{2 \mathrm{iv} u_{\mathrm{S}} \delta \varphi} \begin{cases}-\Theta\left(\varphi^{\prime}-\varphi_{0}\right) & \text { if } \Gamma_{\mathrm{d}}>1  \tag{A.35}\\ 0 & \text { if } \Gamma_{\mathrm{d}}<1\end{cases}
$$

with $u_{\mathrm{S}}:=\pi \partial_{\varphi_{0}} \mathrm{a}_{\mathrm{S}}\left(\varphi_{0}-\varphi^{\prime}\right)$. The sum of the kernels assumes the form of a semiclassical $\delta$-function once the integration is carried out. The ranges of integration differ for weak and strong fields. They can be found in Table A.1. Setting $\bar{\varphi} \equiv 2 \arcsin \left(1 / \Gamma_{d}\right)$ one gets

$$
\begin{align*}
& \left(\mathrm{p}_{\mathrm{S}}^{\text {int }} \mathrm{p}_{\mathrm{L}}^{\mathrm{ext}}+\mathrm{p}_{\mathrm{L}}^{\text {int }} \mathrm{p}_{\mathrm{S}}^{\mathrm{ext}}\right)\left(s, s_{0}\right) \\
& \quad=\frac{1}{\pi} \frac{b v}{R} \mathrm{e}^{2 \pi \mathrm{iv}} \begin{cases}\int_{\Gamma_{\mathrm{d}}+\frac{1}{2} \Gamma_{\mathrm{d}}^{2}}^{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \cos (\bar{\varphi})} \mathrm{d} u_{\mathrm{L}} \mathrm{e}^{2 \mathrm{i} v u_{\mathrm{L}} \delta \varphi}-\int_{-\Gamma_{\mathrm{d}}+\frac{1}{2} \Gamma_{\mathrm{d}}^{2}}^{\frac{1}{2} \Gamma_{\mathrm{d}}^{2} \cos (\bar{\varphi})} \mathrm{d} u_{\mathrm{S}} \mathrm{e}^{2 \mathrm{i} v u_{\delta} \delta \varphi} & \text { if } \Gamma_{\mathrm{d}}>1 \\
\int_{\Gamma_{\mathrm{d}}+\frac{1}{2} \Gamma_{\mathrm{d}}^{2}}^{-\Gamma_{\mathrm{d}}+\frac{1}{2} \Gamma_{\mathrm{d}}^{2}} \mathrm{~d} u_{\mathrm{L}} \mathrm{e}^{2 \mathrm{iv} u_{\mathrm{L}} \delta \varphi} & \text { if } \Gamma_{\mathrm{d}}<1\end{cases} \\
& =-\mathrm{e}^{2 \pi \mathrm{i} v} \frac{1}{\pi} \frac{\sin \left(2 \sqrt{v} \frac{s-s_{0}}{b}\right)}{\frac{s-s_{0}}{b}} \mathrm{e}^{\mathrm{i} \pi \sqrt{v} \Gamma_{\mathrm{d}}\left(s-s_{0}\right) / b} \xrightarrow{2 \sqrt{v} \rightarrow \infty}-\mathrm{e}^{2 \pi \mathrm{i} v} \delta\left(\frac{s-s_{0}}{b}\right) . \tag{A.36}
\end{align*}
$$

This proves the identity (6.25). In a similar fashion one finds that the product (6.26) does not contribute semiclassically.

Table A. 1
Ranges of the integrations in Eq. (A.36)

$$
\left.\left.\begin{array}{rlr}
\text { If } \Gamma_{\mathrm{d}}>1: \\
\varphi^{\prime}: & \varphi_{0}-\bar{\varphi} \rightarrow \varphi_{0}-0 & \varphi_{0}+0
\end{array}\right) \varphi_{0}+\bar{\varphi}\right)
$$

To show the semiclassical unitarity of the interior map operator, $\mathrm{P}^{\mathrm{int}}\left(\mathrm{P}^{\mathrm{int}}\right)^{\dagger}=\mathrm{id}$, we note the kernel of its adjoint explicitly. Using (6.2), (6.14), (6.20), (6.21), and (6.24) we find

$$
\begin{align*}
\left(\mathrm{p}^{\mathrm{int}}\right)^{\dagger}\left(s ; s_{0}\right)= & \left(\mathrm{p}^{\mathrm{int}}\right)^{*}\left(s_{0} ; s\right) \\
= & -\mathrm{e}^{-2 \pi \mathrm{i} v} \frac{1}{(2 \pi \mathrm{i})^{1 / 2}}\left\{\frac{-\left(\hat{\mathbf{v}}_{\mathrm{S}} \hat{\mathbf{n}}\right)\left(s ; s_{0}\right)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \Theta\left(-\hat{\mathbf{v}}_{\mathrm{S}} \hat{\mathbf{n}}\right) \mathrm{e}^{2 \pi \mathrm{i} \mathrm{vas}_{S}\left(s ; s_{0}\right)} \mathrm{e}^{\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}}\right. \\
& \left.+\frac{-\left(\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}\right)\left(s ; s_{0}\right)}{(\sin (\alpha) \cos (\alpha))^{1 / 2}} \Theta\left(-\hat{\mathbf{v}}_{\mathrm{L}} \hat{\mathbf{n}}\right) \mathrm{e}^{-\mathrm{i} / 2} \mathrm{e}^{2 \pi \mathrm{iva}\left(s ; s_{0}\right)} \mathrm{e}^{\mathrm{i} \tilde{\chi}-\mathrm{i} \tilde{\chi}_{0}}\right\} \tag{A.37}
\end{align*}
$$

If the integral corresponding to the operator multiplication $P^{\text {int }}\left(P^{\text {int }}\right)^{\dagger}$ is evaluated semiclassically one obtains a finite contribution only if the initial and the final points are close, like in (A.34) above. We may again replace the boundary locally by an arc of constant curvature and we have in this case $-\hat{\mathbf{v}}_{\mathrm{S} / \mathrm{L}} \hat{\mathbf{n}}\left(s ; s_{0}\right)=\hat{\mathbf{v}}_{\mathrm{S} / \mathrm{L}}^{0} \hat{\mathbf{n}}_{0}\left(s ; s_{0}\right)$. Comparison with (6.24) shows that the operator corresponding to (A.37) assumes the form $\left(P^{\text {int }}\right)^{\dagger}=-\mathrm{e}^{-2 \pi \mathrm{i} v} \mathrm{P}^{\mathrm{ext}}$. The unitarity of $\mathrm{P}^{\text {int }}$ follows now immediately with (6.28), and the same holds for $P^{\text {ext }}$.

## A.6. The straight line with periodic boundary conditions

In this appendix we discuss a model system which allows studying the transition from edge states to bulk states asymptotically. In order to remove the effects of a finite curvature we deform the boundary $\Gamma$ of a billiard to a straight line of length $\mathscr{L}$. In addition to the (mixed) boundary conditions along the straight line we prescribe periodic boundary conditions at the end points of the line and perpendicular to $\Gamma$. This is clearly no longer a billiard problem in its proper sense and there is no distinction between an interior and an exterior. Nonetheless, the classical and the quantum problem is well-defined, with a discrete quantum spectrum. This simple system permits discussing the asymptotics of bulk and edge states in a straightforward fashion, see Section 7.3.

The problem is separable in the Landau gauge (2.11) and may be solved analogous to the disk problem in Section 6.5. Now it is the longitudinal canonical momentum (i.e., the transverse component of the scaled center of motion) which is the second constant of the motion. Due to the periodic boundary conditions it is quantized,

$$
\begin{equation*}
\frac{c_{y}}{b}=\frac{\pi b}{\mathscr{L}} m \tag{A.38}
\end{equation*}
$$

with integer $m$ (here we put the boundary on the $x$-axis). The transverse part $\varphi$ of the wave function obeys

$$
\begin{equation*}
\varphi^{\prime \prime}(z)+\left(v-\frac{1}{4} z^{2}\right) \varphi(z)=0 \tag{A.39}
\end{equation*}
$$

with $z:=2\left(y-c_{y}\right) / b$. The semiclassical and exact solutions of this equation yield spectral functions like in the case of the disk, see Section 6.5 and Appendix A.3, respectively. We report only the results.

## A.6.1. Semiclassical quantization

For given longitudinal and transverse quantum numbers, $m$ and $n$, the semiclassical energies of skipping states are determined by the roots of the spectral function

$$
\left.\left.\begin{array}{rl}
\xi_{\text {line }}^{(\mathrm{sc})}\left(v ; n, m, \Lambda, \frac{\mathscr{L}}{b}\right)= & v
\end{array}\right] \frac{\pi}{2}+\arcsin \left(\frac{\pi m}{\sqrt{v}} \frac{b}{\mathscr{L}}\right)+\left(\frac{\pi m}{\sqrt{v}} \frac{b}{\mathscr{L}}\right)\left[1-\left(\frac{\pi m}{\sqrt{v}} \frac{b}{\mathscr{L}}\right)^{2}\right]^{1 / 2}\right] .
$$

The phase shift

$$
\begin{equation*}
\alpha_{\Lambda}^{\mathrm{line}}(v, m, \tilde{\mathscr{L}})=\arctan \left(\Lambda\left[1-\left(\frac{\pi m}{\sqrt{v} \tilde{\mathscr{L}}}\right)^{2}\right]^{1 / 2}\right) \tag{A.41}
\end{equation*}
$$

is determined by the boundary condition $\Lambda$.

## A.6.2. Exact quantization

Eq. (A.39) is solved by the parabolic cylinder functions. It follows that the exact spectral function has the form

$$
\begin{align*}
\xi_{\text {line }}\left(v ; m, \Lambda, \frac{\mathscr{L}}{b}\right)= & \mathrm{D}_{v-1 / 2}\left(-2 \pi m \frac{b}{\mathscr{L}}\right)+\Lambda\left[\pi m \frac{b}{\mathscr{L}} \mathrm{D}_{v-1 / 2}\left(-2 \pi m \frac{b}{\mathscr{L}}\right)\right. \\
& \left.+\frac{1}{\sqrt{v}} \mathrm{D}_{v+1 / 2}\left(-2 \pi m \frac{b}{\mathscr{L}}\right)\right] \tag{A.42}
\end{align*}
$$

where $\mathrm{D}_{k}$ is Whittaker's form of the regular parabolic cylinder function [41].

## A.6.3. The uniform approximation

As the most important point, we are interested in a semiclassical description of the situation when the corresponding classical trajectory is just detached from the boundary. Since the WKB approximation of the wave function fails close to the classical turning points we have to resort to a uniform approximation, see e.g. [39]. It yields the asymptotic wave function in the whole region around one classical turning point, $z_{v}=-2 \sqrt{v}$, in terms of the (action) integral

$$
\begin{align*}
w(z):= & \left|\int_{z_{v}}^{z}\right| v-\frac{1}{4} z^{\prime 2}\left|1 / 2 \mathrm{~d} z^{\prime}\right| \\
& = \begin{cases}v\left[\frac{1}{2} \sinh \left(2 \arccos \left(\frac{z}{z_{v}}\right)\right)-\arccos \left(\frac{z}{z_{v}}\right)\right] & \text { if } z<-2 \sqrt{v} \\
v\left[\frac{\pi}{2}+\arcsin \left(\frac{z}{2 \sqrt{v}}\right)+\left(\frac{z}{2 \sqrt{v}}\right) \sqrt{1-\left(\frac{z}{2 \sqrt{v}}\right)^{2}}\right] & \text { if }-2 \sqrt{v}<z<2 \sqrt{v},\end{cases} \tag{A.43}
\end{align*}
$$

which we define to be positive for any $z$. In the uniform approximation the two independent solutions of (A.39) are given (for $-\infty<z<2 \sqrt{v}$ ) in terms of the Airy functions [41]

$$
\begin{equation*}
\varphi_{1}(z)=\mathscr{N} \frac{(w(z))^{1 / 6}}{\left|v-\frac{1}{4} z^{2}\right|^{1 / 4}} \operatorname{Ai}\left(-\operatorname{sgn}\left(z-z_{v}\right)\left(\frac{3}{2} w(z)\right)^{2 / 3}\right) \tag{A.44}
\end{equation*}
$$

and

$$
\begin{equation*}
\varphi_{2}(z)=\mathscr{N} \frac{(w(z))^{1 / 6}}{\left|v-\frac{1}{4} z^{2}\right|^{1 / 4}} \operatorname{Bi}\left(-\operatorname{sgn}\left(z-z_{v}\right)\left(\frac{3}{2} w(z)\right)^{2 / 3}\right) \tag{A.45}
\end{equation*}
$$

The general solution may be parametrized by an angle $\alpha_{u} \in[-\pi / 2 ; \pi / 2]$.

$$
\begin{equation*}
\varphi(z)=\cos \left(\alpha_{u}\right) \varphi_{1}(z)-\sin \left(\alpha_{u}\right) \varphi_{2}(z) \tag{A.46}
\end{equation*}
$$

This form is particularly convenient. By virtue of the asymptotic expansions of the Airy functions [41] we regain the WKB wave functions in both the energetically forbidden region,

$$
\begin{equation*}
\psi(z) \sim \frac{1}{\left(\frac{1}{4} z^{2}-v\right)^{1 / 2}}\left(\frac{1}{2} \cos \left(\alpha_{u}\right) \mathrm{e}^{-w(z)}-\sin \left(\alpha_{u}\right) \mathrm{e}^{w(z)}\right) \quad\left(z \ll z_{v}\right) \tag{A.47}
\end{equation*}
$$

and in the energetically allowed one,

$$
\begin{equation*}
\psi(z) \sim \frac{1}{\left(v-\frac{1}{4} z^{2}\right)^{1 / 2}} \cos \left(w(z)-\frac{\pi}{4}-\alpha_{u}\right) \quad\left(z \gg z_{v}\right) . \tag{A.48}
\end{equation*}
$$

Note the factor one-half in (A.47) which arises in a non-trivial fashion when connecting the WKB solutions of the two regions [39].

The eigenfunctions turn into bulk states once the longitudinal quantum number $m$ is large enough to leave the boundary the energetically forbidden region,

$$
\begin{equation*}
q_{m}:=\frac{\pi b m}{\mathscr{L} \sqrt{v}}=\frac{z}{z_{v}}>1 . \tag{A.49}
\end{equation*}
$$



Fig. A.1. Energy shifts of the bulk states (A.51) for the 4th Landau level and parameter values ( $\mathscr{L}=5.39724, b=0.25, m=14 \ldots 20$ ) which allow the comparison with the right part of Fig. 5.11. As $m$ is increased the energy shifts $\Delta v$ get exponentially small (7.12) and the boundary mixing parameter for which there is no energy shift approaches the Neumann condition.

From the uniform approximation (A.44), (A.46) we find that in this case the angle $\alpha_{u}$ is determined by the ratio

$$
\begin{equation*}
\tan \left(\alpha_{u}\right)=\frac{\operatorname{Ai}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)-\Lambda \sqrt{q_{m}^{2}-1} \mathrm{Ai}^{\prime}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)}{\operatorname{Bi}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)-\Lambda \sqrt{q_{m}^{2}-1} \mathrm{Bi}^{\prime}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)} . \tag{A.50}
\end{equation*}
$$

By comparing the asymptotic expression (A.48) of the wave function in the allowed region with that of a Landau state (which has no phase shift) one obtains the energy shift $\Delta v$ compared to the Landau energy,

$$
\begin{equation*}
\Delta v(m, \Lambda)=\frac{1}{\pi} \arctan \left(\frac{\operatorname{Ai}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)-\Lambda \sqrt{q_{m}^{2}-1} \mathrm{Ai}^{\prime}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)}{\operatorname{Bi}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)-\Lambda \sqrt{q_{m}^{2}-1} \mathrm{Bi}^{\prime}\left(\left(\frac{3}{2} w\right)^{2 / 3}\right)}\right) . \tag{A.51}
\end{equation*}
$$

Fig. A. 1 shows the energy shifts for the fourth Landau level as a function of the boundary mixing parameter. Here, the value of $\mathscr{L} / b$ was chosen to correspond to the situation of Fig. 5.11 in Section 5. We observe that the bulk state behavior is reproduced qualitatively even at this low Landau level. A quantitative comparison of the bulk energy shifts (A.51) with a quantum spectrum is given in Section 7.3.1.

For quantum numbers $m$ which put the boundary into the energetically allowed region $\left(\left|q_{m}\right|<1\right)$ the angle $\alpha_{u}$ is semiclassically given by the phase shift (A.41) obtained above. For these states the energy derivative with respect to $\Lambda$ reads

$$
\begin{equation*}
\left.\frac{\mathrm{d} v}{\mathrm{~d} \Lambda}\right|_{\Lambda=0}=\frac{\sqrt{1-q_{m}^{2}}}{\pi / 2+\arcsin \left(q_{m}\right)} \tag{A.52}
\end{equation*}
$$

It coincides with the limiting expression of a large disk if we set $|\mathbf{c}|=R+c_{y}$ in (6.114), (6.105) and let $R \rightarrow \infty$.

## A.7. Scaled spectra

We collect a number of formulas for spectra defined in the semiclassical direction. As discussed in Sections 2.3 and 3.3.2 those spectra are obtained by decreasing the magnetic length $b$ at fixed cyclotron radius $\rho$ (unlike conventional spectra where $\rho$ is increased at fixed $b$ ). Since in both cases the spectra are noted in terms of the scaled energy $v=\rho^{2} / b^{2}$ the superscript- $(\rho)$ is used to indicate spectra taken at fixed $\rho$.

Scaled spectroscopy [144,145] has the advantage that the classical dynamics remains fixed as the spectral variable is increased. This allows to ensure that the underlying classical motion is chaotic throughout the spectral interval (Section 5.1) and to extract classical actions easily by Fourier transformation (Section 8.2).

However, one should be aware of the fact that the spectrum obtained this way does not belong to a single self-adjoint operator. Rather, a sweep through a family of operators (parametrized by an effective Planck's constant) is performed as the spectral variable is increased. Clearly, the energies are real and the eigenvectors are still proper solutions of the Schrödinger equation but the latter are not orthogonal. Moreover, it may happen that two energies coalesce and vanish as an external parameter is varied.

Most of the formulas in the main part of this article hold as well for spectra at fixed $\rho$ after the substitution $b \rightarrow \rho / \sqrt{v}$. In particular, this is the case for the spectral functions and the trace formulas which are to leading order in $v$. The smooth number counting function (3.10), for example, reads

$$
\begin{equation*}
\overline{\mathrm{N}}^{(\rho)}(v)=\frac{\mathscr{A}}{\rho^{2} \pi} v^{2}-\frac{\mathscr{L}}{2 \pi \rho} v+\frac{1}{6} . \tag{A.53}
\end{equation*}
$$

However, care is needed in the case of the spectral densities. The density of edge states is now given as

$$
\begin{equation*}
d_{\mathrm{edge}}^{(\rho)}(v)=\sum_{n=1}^{\infty} w_{n}^{(\rho)} \delta\left(v-v_{n}^{(\rho)}\right), \tag{A.54}
\end{equation*}
$$

with the weights now defined at constant $\rho$,

$$
\begin{equation*}
w_{n}^{(\rho)}:=\left.\frac{\mathrm{d} v_{n}^{(\rho)}(\Lambda)}{\mathrm{d} \Lambda}\right|_{\Lambda=0} \tag{A.55}
\end{equation*}
$$

Here, we obtain the mean edge counting function

$$
\begin{equation*}
\overline{\mathrm{N}}_{\mathrm{edge}}^{(\rho)}(v)=\frac{1}{2} \frac{\mathscr{L}}{2 \pi \rho} v^{2} \mp \frac{1}{2} v . \tag{A.56}
\end{equation*}
$$

## Appendix B. List of important symbols

## Latin symbols

$\mathscr{A}$
$\mathscr{A}_{\gamma}$
$\mathscr{A}_{\text {skip }}$
$\operatorname{Ai}(z)$
A $(\gamma)$
$\mathbf{A}(\mathbf{r})$
$\tilde{\mathbf{A}}(\mathbf{r})$
$\mathbf{A}_{\mathrm{Lan}}(\mathbf{r}), \mathbf{A}_{\mathrm{sym}}(\mathbf{r})$
$\mathrm{a}_{\mathrm{S}}\left(\mathbf{r} ; \mathbf{r}_{0}\right), \mathrm{a}_{\mathrm{L}}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\hat{a}_{\mathrm{R}}, \hat{a}_{\mathrm{L}}$
B
$\mathscr{B}$
$\operatorname{Bi}(z)$
$b$
$C\left(v_{0}\right)$
c, $\tilde{\mathbf{c}}$
$\mathscr{D}$
$D(t)$
$D_{k}(z)$
$d(v)$
$d_{\text {edge }}(v), d_{\text {edge }}^{(\mathscr{M})}(v)$
$\bar{d}_{\text {edge }}(v), \bar{d}_{\text {edge }}^{(\mathscr{M})}(v)$
$d_{\text {edge }}^{\text {osc }}(v)$
$d_{\text {edge }}^{(\rho)}(v)$
$\bar{d}_{\text {skip }}(v)$
$d_{\text {skip }}^{\text {osc }}(v)$
E
$\tilde{E}$
$f(n)$
${ }_{1} \mathrm{~F}_{1}(a, b ; z)$
$\mathscr{G}$
$\mathrm{G}_{v}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\mathrm{G}_{v}^{\text {(sc) }}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\mathrm{G}_{v}^{0}(z), \hat{\mathrm{G}}_{v}^{0}(z)$
$\mathrm{G}_{v}^{0(\mathrm{sc})}(z)$
$g(z)$
$\hat{g}(t) \quad$ Fourier transform of $g(z)$

| H | magnetic Hamiltonian (2.8) |
| :---: | :---: |
| H | scaled Hamiltonian (2.36) |
| $h(z), \hat{h}(t)$ | normalized Gaussian window function, cf. $g(z)$, with "large" width $\sigma_{h}$, (and its Fourier transform) |
| j(r) | probability current density (2.32) |
| $K(\tau)$ | form factor (8.5), (8.6) |
| $K(a, b ; z)$ | confluent hypergeometric function (A.24) |
| $\mathscr{L}$ | circumference of the billiard domain ( $\mathscr{L}=\|\Gamma\|$ ) |
| $\mathscr{L}_{\gamma}$ | length of the trajectory of $\gamma$ (6.58) |
| $L$ | canonical angular momentum (2.12) |
| L | magnetic Lagrangian (2.1) |
| L | scaled Lagrangian (2.34) |
| $\mathscr{M}(v)$ | scaled magnetization (3.27) |
| $\mathscr{M}_{\text {edge }}(v)$ | scaled edge magnetization (3.28), (7.19) |
| $\overline{\mathscr{M}}_{\text {edge }}(v)$ | smooth edge magnetization (7.20) |
| $M_{k, \mu}(z)$ | Whittaker function [41] |
| $M_{\text {max }}$ | maximum winding number in magnetic disk (6.79) |
| $\mathrm{M}(\gamma)$ | stability matrix of $\gamma$ (6.50) |
| $m$ | angular (or longitudinal) momentum quantum number (6.87), (A.38) (or else integer) |
| $m_{\text {max }}, m_{\text {min }}$ | maximum (minimum) angular momentum quantum number corresponding to skipping motion in the disk (6.88) |
| $m_{e}$ | particle mass |
| $\underline{\mathrm{m}}(v)$ | scaled magnetization density (3.26) |
| $\tilde{\mathrm{m}}_{\text {edge }}(v)$ | edge magnetization density (3.30), (7.21) |
| $\overline{\mathrm{m}}_{\text {edge }}(v)$ | smooth edge magnetization density (3.32) |
| $\tilde{\mathrm{m}}^{\text {osc }}(v)$ | fluctuating part of the scaled magnetization density (6.63) |
| $\mathcal{N}$ | normalization constant of the wave function |
| $\mathrm{N}(v)$ | spectral number counting function (spectral staircase) (3.8) |
| $\overline{\mathrm{N}}(v)$ | smooth number counting function (3.10) |
| $\mathrm{N}_{\text {edge }}(v)$ | edge state counting function (7.5) |
| $\overline{\mathrm{N}}_{\text {edge }}^{\text {osc }}$ (v) | smooth part of the edge state counting function (7.6) |
| $\mathrm{N}_{- \text {edge }}^{\text {osc }}$ (v) | fluctuating part of the edge state counting function (7.7) |
| $\overline{\mathrm{N}}_{\text {skip }}(v)$ | smooth counting function for skipping states (3.14) |
| $\mathrm{N}_{\text {osc }}^{\text {skip }}$ (v) | fluctuating part of the counting function for skipping states (6.52a), (6.54), (6.83), (6.84), (7.9) |
| $n_{\gamma}$ | number of reflections in $\gamma$ |
| n | normal vector of billiard boundary, pointing outwards (3.2) |
| $\mathscr{P}_{\text {int }}^{N}, \mathscr{P}_{\text {ext }}^{N}$ | angular increment of $N$-orbit in interior (exterior) disk (6.78), (6.82) |
| P | semiclassical map operator (6.17) |
| $p\left(s, s_{0}\right)$ | kernel of semiclassical map operator (6.20), (6.21), (6.24) |
| $p_{s}$ | Birkhoff coordinate conjugate to $s$ |
| p, $\tilde{\mathbf{p}}$ | (scaled) canonical momentum vector (2.2), (2.15) |
| Q | boundary integral operator (4.10)-(4.13), (4.20) |

$q$
$q_{m}$
$\mathrm{q}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\mathrm{q}^{(\mathrm{sc})}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
R
$\tilde{R}$
$r_{\gamma}$
$\mathbf{r}, \tilde{\mathbf{r}}$
$S$
$T$
$T_{\text {cyc }}$
$\tilde{t}$
$\mathrm{U}(a, b ; z)$
$\mathrm{U}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\tilde{v}$
v
$\hat{\mathbf{v}}_{\mathrm{S}}, \hat{\mathbf{v}}_{\mathrm{L}}$
$\hat{\mathbf{v}}_{\mathrm{S}}^{0}, \hat{\mathbf{v}}_{\mathrm{L}}^{0}$
$W$
$W_{k, \mu}(z)$
$w_{n}, w_{n}^{(\mathscr{M})}$
$w_{\gamma}, w_{\gamma}^{(\mathscr{M})}$
Greek symbols
$\alpha\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\alpha_{j}$
$\alpha_{\Lambda}$
$\beta\left(\mathbf{r} ; \mathbf{r}_{0}\right), \beta^{0}\left(\mathbf{r} ; \mathbf{r}_{0}\right)$
$\beta_{j}, \beta_{j}^{0}$
$\Gamma$
$\Gamma_{\mathrm{d}}$
$\gamma, \gamma^{(n)}$
$\varepsilon$
$\zeta$
$\eta$
$\Theta(x)$
$\theta$
$\kappa(s)$
$\Lambda$
$\lambda$
$\mu_{\gamma}$
$v$
particle charge ( $q B>0$ )
quantized relative distance of the center of motion from the boundary (A.49)
boundary integral kernel (4.25)-(4.28)
semiclassical boundary integral kernel (6.10), (6.13), (6.15)
disk radius
scaled disk radius ( $\tilde{R} \equiv R / b$ )
number of repetitions in $\gamma$
(scaled) particle position vector $\left(\mathbf{r} \in \mathbb{R}^{2}\right),(2.15)$
curvilinear coordinate on boundary $\left(s_{j} \equiv s\left(\mathbf{r}_{j}\right)\right.$ ), (3.1)
Larmor period ( $T=2 \pi / \omega$ )
cyclotron period $\left(T_{\text {cyc }}=\frac{1}{2} T\right)$
scaled time $(\tilde{t}=\omega t)$
tangent vector of billiard boundary (3.2)
irregular confluent hypergeometric function [4]
free quantum propagator (2.47)
scaled velocity ( $\tilde{v}=v /(\omega b)=2 \rho / b)$
velocity vector (2.6)
normalized velocity vector at point of incidence for short (long) arc (6.7), Fig.
6.1
normalized velocity vector after reflection for short (long) arc (6.7), Fig. 6.1
classical action (time domain) (2.40), (2.42)
Whittaker function [41]
quantum weight of state $\left|\psi_{n}\right\rangle$ (7.3), (7.28)
classical weight of orbit $\gamma$ (7.11), (7.28)
relative distance of the initial and the final point $(0 \leqslant \alpha \leqslant \pi / 2)$ (6.5), Fig. 6.1
$\alpha\left(\mathbf{r}_{j} ; \mathbf{r}_{j+1}\right)$ (6.32), Fig. 6.2
phase shift (depending on boundary condition $\Lambda$ ) (6.96), (A.41), (6.112)
relative direction of the normal vector at incidence (reflection) (6.6), Fig. 6.1
angles (6.33), Fig. 6.2
billiard boundary $(\Gamma=\partial \mathscr{D})$ (3.1)
relative radius of the magnetic disk (6.64)
physical periodic orbit (with $n$ reflections)
parameterization of the angular momentum $(1<\varepsilon<1)$ (6.105)
relative distance (2.54)
index for type of arc, $\eta \in\{\mathrm{S}, \mathrm{L}\}$
Heaviside step function
polar angle
curvature of the billiard boundary at the point $s$ (3.3)
dimensionless boundary mixing parameter (3.7)
boundary mixing parameter (3.6)
Maslov index (number of conjugate points in $\gamma$ )
scaled energy (2.37)

```
\(\xi(v) \quad\) spectral function (4.21), (A.23), (A.42)
\(\xi^{(\mathrm{sc})}(v) \quad\) semiclassical spectral function (6.98), (A.40)
\(\Phi \quad\) radial WKB phase in the disk (6.92), (6.93)
\(\varphi \quad\) polar angle in the disk \((\varphi \equiv s / R)\)
\(\rho \quad\) cyclotron radius (2.33)
\(\boldsymbol{\rho} \quad\) radius vector \(\left(\boldsymbol{\rho}=\mathbf{r}-\mathbf{c} \in \mathbb{R}^{2}\right)(2.7)\)
\(\sigma_{j} \quad \operatorname{arc}\) parameterization \(\left(-1<\sigma_{j}<1\right)(6.55)\)
\(\sigma_{g}, \sigma_{h} \quad\) width of the normalized Gaussians \(g(v), h(v)\)
\(\tau_{\gamma} \quad\) scaled time of flight of \(\gamma\) (6.60)
\(\chi(\mathbf{r}) \quad\) gauge field
\(\tilde{\chi}(\tilde{\mathbf{r}}) \quad\) scaled gauge field \(\left(\tilde{\chi} \equiv \tilde{\chi}(\tilde{\mathbf{r}}), \tilde{\chi}_{0} \equiv \tilde{\chi}\left(\tilde{\mathbf{r}}_{0}\right)\right)(2.35)\)
\(\Psi(z) \quad\) digamma function [41]
\(\psi \quad\) stationary wave function
\(\omega_{\mathrm{c}} \quad\) cyclotron frequency \(\left(\omega_{\mathrm{c}}=2 \omega>0\right)\)
\(\omega \quad\) Larmor frequency (2.17)
```
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[^1]:    ${ }^{1}$ The motion on magnetic surfaces of finite curvature received some attention in recent years both in the classical [11$14]$ and the quantum treatment [11,12,15-22]. One motivation for introducing a non-vanishing curvature is the possibility to study the quantum spectrum of the free magnetic motion on a compact domain (a modular domain in the case of constant negative curvature). This has considerable mathematical advantages since the spectrum remains discrete in the limit of vanishing field.

[^2]:    ${ }^{2}$ Landau's definition of the magnetic length $\ell_{B}=b / \sqrt{2}$ is appropriate for the Landau gauge (2.11). The length $b$ (which is the suitable scale of the symmetric gauge) proves more convenient since it avoids the appearance of the factor 2 and $\sqrt{2}$ at various places. It gives the radius of a disk the area $b^{2} \pi$ of which assumes the role of Planck's quantum, cf. (3.11a). (The flux through the disk equals the "flux quantum" $\Phi_{0}=h / q=B b^{2} \pi$.)

[^3]:    ${ }^{3}$ For mathematical literature on the spectral properties of magnetic Schrödinger operators see [26,27].

[^4]:    ${ }^{4}$ The above-mentioned irregular solution of (4.2) grows exponentially beyond the classically allowed region. Its derivation is sketched in Appendix A.1.

[^5]:    ${ }^{5}$ The constant term in (3.10) is modified if there are corners in the boundary [84].

[^6]:    ${ }^{6}$ We may confine the discussion to periodic orbits because the set of periodic orbits is known to be dense in phase space.

[^7]:    ${ }^{7}$ The effect is one-third of the Pauli spin paramagnetism [89].

[^8]:    ${ }^{8}$ The authors of [38] inaccurately call their scheme a "boundary integral method".

[^9]:    ${ }^{9}$ We emphasize that we assume the boundary to be smooth throughout.

[^10]:    ${ }^{10}$ Note that the equations in [40] are stated in complex conjugated form since the focus is there on the wave functions rather than the Green function.

[^11]:    ${ }^{11}$ The spectra are transformed to unit density; see also the discussion in Section 8.1.

[^12]:    ${ }^{12}$ The semiclassical operators derived in Section 6.1 allow the computation of spectra within a "semiquantum" approximation by means of the boundary integral method of Section 4. One merely replaces the exact kernels (4.25)-(4.28) by their approximants $(2.59),(6.10),(6.13),(6.15)$ and calculates the respective determinants numerically without further approximation. As an advantage of this scheme it applies irrespective of the type of classical motion (including mixed chaotic dynamics). However, it may not be regarded as a proper semiclassical quantization since the degree of approximation is not consistent throughout the calculation. Also the Fredholm determinant must be evaluated to leading order in $v$, see Sections 6.3 and 6.4.

[^13]:    ${ }^{13}$ We remind the reader that the signs $\pm$ in (6.27) choose the domain of interest and stem from the boundary integral equations. The labels "int/ext" refer only to the type of the classical arcs which are included in the definition of the corresponding operators in (6.24).

[^14]:    ${ }^{14}$ The derivation of the trace formulas would have been considerably more complicated, had we introduced this parameterization earlier.

[^15]:    ${ }^{15}$ For the sake of clarity we use $\alpha$ (6.5) rather than $\sigma$ (6.55) in this section.

[^16]:    ${ }^{16}$ We use capital letters for the indices $N, M$ in this section to avoid confusion with the radial and angular momentum quantum numbers, see (6.98).

[^17]:    ${ }^{17}$ The dimensionless mixing parameter (3.7) is introduced for convenience. Strictly, it is not an independent variable but should be replaced by $2 \sqrt{v} \lambda / b$ everywhere (to avoid energy-dependent boundary conditions). This distinction does not matter, ultimately, since we are only interested in the derivatives at $\Lambda=0$, see (6.99), (7.3).

[^18]:    ${ }^{18}$ In [82] Akkermans et al. propose special "chiral" boundary conditions. In the case of a separable billiard this leads to a gap in the level diagram which may be interpreted as a separation into edge and bulk states. A disadvantage of this approach is that the relation of the obtained spectrum to the standard Dirichlet spectrum is not immediate.

[^19]:    ${ }^{19}$ Eq. (7.2) is stated for completely chaotic classical dynamics. In the case of integrable dynamics the corresponding periodic orbit sum is modified analogously by the same classical weight.

[^20]:    ${ }^{20}$ In the numerical calculation we could use general (non-periodic) trajectories to approximate the periodic orbits which are dense in phase space.

[^21]:    ${ }^{21}$ The term "essentially hyperbolic" means that although there might be small integrable parts in phase space their combined area is much smaller than the uncertainty product $\left(b^{2} \pi\right)^{2}$.

